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Abstract. The object of the research is computing clusters of cloud data centers, containing many servers,
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this research is to develop methods and models for improving the performance of a data center cluster
by reducing the processing time of service requests as well as reducing equipment costs due to the
efficient allocation of its resources. Therefore, it is necessary to implement optimization algorithms for
placing virtual machines (VMs) on physical servers in real time based on load balancing. The proposed
method of resource allocation is based on an iterative greedy algorithm and a limited search procedure.
Reduction in the computation time is achieved by introducing restrictions on the permissible search
depth. The paper puts forward a mathematical model of resource allocation, built using the Erlang model
in the form of a multi-line m-node queuing system (QS) of the M|M|m|n type with an n-seat buffer,
which makes it possible to determine the main indicators of service request quality in the form of QS
parameters. The efficiency of this approach was tested on a simulation model built on the basis of the
system functioning statistical analysis. Its experimental study was also carried out.
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Pe3tome. OOBEKTOM HCCIICIOBaHMS SIBISIOTCS BBIUYMCIUTEIbHBIE KJAacTephl OOJIAYHBIX LIEHTPOB
obpabotku pansaex (LIO/]), comepxamiue MHOKECTBO CEPBEPOB, CHCTEM XPAaHEHUS JaHHBIX, CHCTEMY
BBOJIa-BBIBOJIa CBSI3aHHBIX MEXKAY CO00W KOMMYHHKAaIMOHHOH ceThio. Llenmbto paboThl siBisieTcs
pa3paboTKa METOIOB M MOJeNe TOBBIIEHUS Npou3BoAuTeNbHOCTH Kiactepa LOJ] myrem
YMEHBIIICHUS] BpeMeHH 00pabOTKH 3ampocoB Ha OOCTYy)KHBaHUE, a TaKkKe YMEHBIICHHs 3aTparT Ha
o0opymoBanue 3a cueT 3((GEKTUBHOTO PACIPEISICHUS €ro PeCypcoB. ITO BBI3BIBACT HEOOXOAMMOCTD
peanu3anuy ONTUMH3ALMOHHBIX AJITOPUTMOB pa3MelleHNs] BUPTyalbHbIX MamiH (BM) Ha ¢pusnueckux
cepBepax B peaJbHOM BpeMEHH Ha OCHOBE OallaHCHPOBKHM Harpy3Ku. B 0CHOBY NpeAsioxKeHHOTo MeTo1a
pacripeqielieHls peCypCOB TIOJ0KEH UTEPAIIMOHHBIN JKaIHBI aNTOPUTM U TIPOIIEAypa OTPaHUIEHHOTO
nepebopa. CokpallieHre BpeMEHH BBIYHUCICHUH TOCTUraeTcsl MPU 3TOM IyTeM BBEACHUS] OrpaHUYCHUI
Ha JIONyCTUMYIO IIyOuHy nepebopa. B pabore npenioxkeHa MareMaTniyeckas MoJeNb pacipeaeIeHus

© Mouanos B.I1., Bpatuenko H.1O., Jlunen I'.H., [Nankanos U.C., 2022 1|15


https://doi.org/10.26102/2310-6018/2022.37.2.030
mailto:ilya0693@yandex.ru
mailto:ilya0693@yandex.ru
https://moitvivt.ru/ru/journal/pdf?id=1188
mailto:ilya0693@yandex.ru
mailto:ilya0693@yandex.ru

MoneaupoBaHue, ONTHMHU3ANMS W HHPOPMAIIMOHHBIE TEXHOJIOTHH / 2022;10(2)
Modeling, optimization and information technology https://moitvivt.ru

PECYpCOB, TIOCTPOCHHASs Ha OCHOBE MOJENW ODpJlaHra B BHUJE MHOTOJIMHEHHONW M-y37I0BOM CHCTEMBI
MaccoBoro oociyxuBanusi (CMO) tunia M| M |m|n ¢ N-MecTHBIM 0y epoM, MO3BOJISIONIAS OTPEICIITh
OCHOBHBIC TIOKa3aTelIM KadyecTBa OOCIY)KMBaHUS 3alpocoB B Bujae mapamerpoe CMO.
PaboTocnocoOHOCTh TIPEUIOKEHHOTO MOAX0/a MPOBEpEHa Ha UMUTAIIMOHHON MOJICNH, TIOCTPOCHHOMN
HA OCHOBE CTAaTHCTUYECKOrO aHaim3a (QYHKIMOHHPOBAHHS  CHUCTEMBI, TPOBEIACHO  ee
3KCTIEPUMEHTAIBHOE HCCIIEJOBaHME.

Knrouessle c106a: BEIMUCINTEIILHBIC KITACTEPHI, BUPTYyaIbHBIC MAITUHBI, (PU3NYCCKUE CEPBEPHI, MOJICIb
pacnpeneneHus peCypcoB, 3BPUCTHUECKHE allTOPUTMBI, MOJIECIHHBIN IKCIIEPIMEHT.

Jlna yumuposanusn. Mouanos B.I1., bpatuenxo H.YO., Jlunern I'. 1., [Tankanos 1.C. MeTonbl 1 Moaenn
CepBHICAa PACIIPENEICHUS PECypCOB B KIIacTepax ¢ OaJaHCHPOBKOW HAarpy3Kd ILIEHTPOB OOpaOOTKH
TaHHBIX. Moodenuposanue, onmumuszayus u ungopmayuonnvie mexroaocuu. 2022;10(2). JocrynHo no:
https://moitvivt.ru/ru/journal/pdf?id=1188 DOI: 10.26102/2310-6018/2022.37.2.xxx (Ha auri.).

Introduction

Cloud data centers are the most commonly used form of providing computing resources
to corporate users. Research results have shown that in corporate data centers, as a rule, from
10% to 35% of the computing power of servers is realized [1,2]. One of the ways to increase
the efficiency of using the computing resources of the data center and to reduce the cost of
equipment is to improve the quality of its management. To do this, based on the given
parameters of the data center computing cluster and input request streams, it is necessary to
solve the problems of optimal distribution of software applications among virtual machines;
distribution of virtual machines on the hardware and software platform of the data center;
determining the number of servers in the cluster; the amount of its internal and external
memory, provided achieving the maximum value of its performance as well as the minimum
cost of resources of all servers. At the same time, as an optimality criterion, we will employ the
average processing time of incoming requests to the data center cluster and its total resource
costs. A fairly realistic model of a data center cluster, taking into account the properties of
incoming requests for processing, can be built on the basis of a QS with arbitrary distributions
of intervals between requests and the duration of their service. However, the application of
models such as G|G|n|m, G|G|n|1, G|G|n helps to obtain only approximate analytical results in
the form of upper and lower estimates even for average values of the system load [3,4]. It was
shown by L. Kleinrock [5] that under certain assumptions for the study of such systems, the
apparatus of the QS type M |M |n|m can be utilized. The article describes the development

and investigation of a model for studying the resource allocation processes of cloud data center
clusters.

Related works

The load distribution systems of widespread modern hypervisors (VMware
Infrastructure, VMware ESXi Server, Microsoft Hyper-V) have direct application distribution
methods as well as experimental settings selected empirically, which are often based on
statistics and resource utilization forecasting [6-9]. For example, a resource scheduler based on
the OpenStack platform algorithms neither properly matches the dynamically changing and
unpredictable load rate nor fully reflects the real-time dynamics of all ongoing processes. These
algorithms do not provide a complete solution to balance the load of data centers and to allocate
physical server resources among virtual machines and network applications in real time [10—
13]. Therefore, the quality of service is not properly guaranteed. For a higher efficiency of the
hardware-software platform of data centers, it is necessary to develop rational methods and
models implementing, first, resource allocation service for load balancing clusters and, second,
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optimization algorithms for placing requests and software applications on physical servers in
real time.

Implementing a static approach to allocating data center resources

The static approach of data center resource allocation is used at a stable demand flow
rate and is implemented by the data center hardware and software platform management system,
shown in Figure 1. The resource allocation algorithms implemented here perform the placement
of VMs and implement the procedures for their migration.

Service quality _
Resource utilization |
Load rat > Global
Oﬁ rz € I »  manager Placement strategy of
oad volume virtual machines
e N
Local Local
manager manager
Virtual machines Virtual machines Placement of
Monitoring virtual machines

and migration
System mee e e
information Physical Physical
server server

(& J

O
O

Figure 1 — Load distribution and balancing system
Pucynok 1 — Cucrema pacnpesiesieHus: 1 0aJTaHCUPOBKH HATPY3KH

The monitoring system, local and global managers manage the hardware and software
platform of the data center, distribute physical servers, and migrate VMs. The non-polynomial
algorithms used in this case, shown in Table 1, provide a solution to the problems of placing
VMs on the hardware platform of the data center with acceptable accuracy (the FFD and BED
algorithms provide distribution accuracy no more than 22% different from the optimal one)
[14,15,16].

Table 1 — Non-polynomial data center resource allocation algorithms
Ta6mmma 1 — HemonmmaOMUANBHBIC aITOPUTMEI pactipeaesienus pecypcor L1O/]

Algorithm NF FF BF NFD FFD BFD
Accuracy 2 1.7 1.7 1.691 1.222 1.222

Studies [6,17,18,19] have shown that in the case of a data center cluster equipment load
of more than 40%, these algorithms lead to unacceptable results. This necessitates the
development of more rational approaches to the distribution of software applications across
VMs as well as the distribution of the hardware and software platform of the data center
between VMs. In this case, it is most advisable to use the following constraints [6,14,20]:

— An application can be executed on a single VM only, i.e.,

zajn <1 (1)
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1if application is executed on n VMs,
where aj, = _
0 otherwise,
j=ln, n=1k.

— The applications distributed to VMs request the total volumes of resources not
exceeding the available ones, i.e.,

2.2;,Cj <Cp, Xajm; <M, 2
n n

where C,, and M, are the performance and memory capacity of the jth VM.

— The applications are indivisible for all time intervals t,, of their execution, i.e.,

ZZa,n—t Za,n (3

t=0 n

To solve the problem of distributing software applications over VMs, one can use the
greedy heuristic algorithm presented below [21,22], which provides a distribution close to
optimal.

1. Rearrange all software applications j e r inthe descending order of their requests for
the resources of VMs.

2. Rank all VMs k € K by their performance, top to bottom.
3. For each application j(k) on each time interval t,, select a VM that is able to
execute this application.

4. If such VM is not selected, the application will not be executed. Otherwise, the
required volumes of resources are reserved on the VM.

When solving the problem of distributing a set BM, , k = (1_N) to a set of application

servers S;, i:(l,_l_) and file servers Hj, Jz(l_M) we introduce the following restrictions:

— Each VM can be placed on a single server only, i.e.,

LM N
22 2 Xk =1 (4)
i=1 j=1k=1

" 1if VM is placed on S; or Hj,
where X =
0 otherwise.

—  The memory resources (RAM) requested by VMs from physical servers satisfy the
inequality.

L
Z2

. MZ
&MZ

RAM X;j < RAM; (5)

—  The server performance constraint, written as

L MN

Z Z Z CPUkXijk < CPUJ (6)
i=1 j=1k=1
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—  The disk storage capacity constraint, written as
LM N
2 2 2 SiXijk < Sjj- (7
i=1 j=1k=1
—  The performance constraint on the data input-output system, written as
LM N
Z Z Z IOPSkXijk < IOPS” (8)
i=1 j=1k=1
The throughput of the switching system must meet the following conditions
n L n L
> 2nl<I Y ¥rEI<K )
i=11=1 i=11=1
where 1l is the required throughput of VM, under the utilization of | virtual channels;
ITand K are the total throughputs of physical channels and the switching system.
Choose the following criteria of optimality:

— the maximum load of data center equipment,

L M N

Kl = z Z kZ: CPUkXijk . RAM kXijk (10)
i=1 j=1k=1

— the maximum performance of the input-output system,

LM N
Ky =2 2 2 IOPS; Xijy (11)
i—1 j=1k=1

— the maximum performance of the switching system and transfer system,

=23 12)

i=11=1

This problem can be solved by sequential processing of requests for VM placement. The
external data center scheduler allocates to each VM the maximum value of the resources of
CPU, RAM, disk, IOPS, etc. A physical resource with a minimum residual sum of its
parameters is determined, and a VM is placed VM; on it using the following scheme:

K : .
1. All VMs are ranked by the value of the characteristic V; = > C jVj' , Where VjI is the
j=1
request of VM; for resource j, ] =1,K, and C; denotes the significance of this resource.
2. In accordance with the initial scheme, a VM with the highest resource requirements is
selected and then placed on a physical element with a minimum resource. A most reasonable

method is to use here an iterative algorithm based on dynamic programming.
For example, the iterative greedy algorithm runs as follows [23,24]. As the input

processes a; of the set S={a;,a,,...,a,} the final times f; of their implementation are used.

The sequentially selected processes are combined by the Greedy Activity Selector procedure
(s, f ) into a set A in which f; is the maximum final time of all processes

3. The external data center scheduler estimates the performance of the VM placed to the
server.
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4. If the VM’s performance is below the specified level, the external scheduler moves it
to a physical element with a higher level of resources and goes back to Step 3.

5. If the VM'’s performance is higher than the specified level, the external scheduler
moves it to a physical element with a lower level of resources and goes back to Step 3.

If it is impossible to distribute VM, the transition to the limited enumeration procedure
is performed. The enumeration depth, which determines the maximum number of servers for
which the distribution is assigned, must guarantee the required balance between the quality of
service and the VM distribution time (find an acceptable solution in an allowed time). The
scheme of the data center resource allocation algorithm is shown in Figure 2.

The user makes a request to create a VM

'

VMs are ranked by the value of the characteristic

K .
i
V, = _zlc Vi,
) j=
where V/ jl is the request of VM, for resource j,

i =1k, Cjis resource significance coefficient.

A VM with the highest resource requirements is
selected and placed on a physical element with a
minimum resource

!

The local data center manager evaluates the
performance of the VM hosted on the server

Is the VM performance below the
specified level?

h 4

The global manager moves the VM to a
physical element with a higher resource
level

Is the VM performance above the
specified level?

v

The global manager moves the VM to a
physical element with a lower resource
level

Figure 2 — Diagram of the data center resource allocation algorithm
Pucynok 2 — Cxema anropurma pacnpeneneaus pecypcos LIO/]

615



MoneaupoBaHue, ONTHMHU3ANMS W HHPOPMAIIMOHHBIE TEXHOJIOTHH / 2022;10(2)
Modeling, optimization and information technology https://moitvivt.ru

VM cannot be hosted? —

Going to the limited
enumeration procedure

Is the VM hosted?

The VM is removed from the Placing the next VM.

queue The resource level requirements of the previous
VM are lowered and it becomes a common
ordered queue

!

Choosing the best placement in terms of time,
subject to all restrictions

Figure 2 (continued)
Pucynok 2 (mpoaomkeHue)

The quality of service can be estimated by the probability of blocking for Ps service

requests; otherwise, by the probability of no admissible servers per unit time. This can be done
using the Erlang formula

Py :na”&’ (13)
3 ak k!
k=0

where Ps denotes the probability of blocking;

n is the number of servers;
a is the rate of requests.

The value of this probability can be determined in a recurrent way [20,25,26]
B(n-1a)

B(n-a)+n/a’ a4

Ps=B(na)=

where n=1,2,..., and B(0,a)=1.
In the case of large values of n and a, the computing time of Ps can be reduced by
choosing a required deviation Ps(i)—Pj(i—1) <& and terminating the enumeration procedure

as soon as the value ¢ is achieved. Here ¢ specifies the accuracy of calculations.
6. If the resource is not found, then the next VM is placed, the resource requested by the
previous VM is decreased, and it is included in the common ordered queue.
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7. If the resource is found, then the VM is eliminated from the queue.

8. The time-optimal placement is selected under the existing constraints.

Analytical model of resource allocation for a data center cluster

Figure 3 shows a formalized model of a data center in the form of a multichannel QS,

which includes the following elements:
— input stream of requests for processing;

— aset of clusters, each of which is formed by many parallel servers;

— input buffer (cluster memory);
— central buffer common to all clusters.

Figure 3 shows a formalized model of a data center in the form of a multichannel QS,

which includes the following elements:

If the incoming flows of requests are ordinary and stationary, then the total input flow
is Markov and the main indicators of the quality of its processing can be defined as indicators
of the QS. A request that arrives in the system and makes at least one of the cluster servers free
occupies any free VM without waiting. The service characteristics of the request can be
described by the indicators of the M/M/N system with the service probability P1. When all
servers and cluster memory are busy, the request is sent to an unlimited external memory-
central buffer. The service characteristics can be described by the indicators of the M/M/N/m
system with the service probability P3. If all VMs in the cluster are busy, the request goes to
the cluster memory queue. The probability of this event is P2=1-P1-P3.

. Load distributor
li, iel, 7 P,
\ P,
7 > 1 Central buffer || —» Cluster memory
‘ P3
Basic QS models for calculation

P; - MM|N

Pz — M|M|N|m

P, — 1-P;-P3

Figure 3 — Formalized data center model

Cluster K

Web servers
VMy
Kiacrep 1
Application servers
VMy
Cluster 2
Database servers
VMy

Pucynok 3 — ®opmanuzosannas mojens O]

Forthe QS M |M |m|n, 1<n<o, 0<m<oco the state graph is shown in Figure 4.

Figure 4 — State graph of the QS M|M|n|m
Pucynok 4 — I'pad cocrostauit CMO M |M |n|m
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In the stationary mode, the probability distribution of states of a given QS has the form

[15]
k
P
P, = k! ,0<k<n,
P m
n k n+1 1_(j
> AT
k=0 k! n-nl! 1_P
n
S
o)
m!l \m
Pris —, 1<s<m,
(3
sz+pn+l_ n
k=0 k! n-

n! 1-P
n

where p = 2 isthe system load (in case n < «);
N

P, Pnss are the probabilities of finding the system in the k-th and (m + s)-th states.

System loading:
m-+n
q=1-Ry= 2 P
j=1
Average number of requests in the system:

m+n

Nc: Z k'Pk
k=0

The average number of requests in the queue:
m+n
NO = Z (k—n)' Pk
k=n+1
Average time spent by requests in the system:
min k
B
T = NC _ _k=0
©onu(l-Ry) nu(l-Ry)

Average waiting time for requests in the system:

m+n

> (k—m)-B

— N, — k=m+1
° nu(l-R)  nu(l-R)

Average service time:

(15)

(16)

(17)

(18)

(19)

(20)

(21)

9|15



MoneaupoBaHue, ONTHMHU3ANMS W HHPOPMAIIMOHHBIE TEXHOJIOTHH / 2022;10(2)

Modeling, optimization and information technology https://moitvivt.ru
m+n m-1
1 (m—l)kz B +|<Z (k—l)- B

Ty =T.—T, =—+ =m =2 22

obcn c o mu mu (1_ Po) ( )
The probability that all servers in the cluster are free:
-1
n-1 ak an

0 [E%m nmer @3)

A I . e
where a = A and p =— are traffic intensity and cluster utilization rate.
nu nu

Probability of request processing delay:

an

Po=P)—0 24
b =P, (24)
The probability of an out-of-order request:
R =1-Py (25)

The probability of a request arriving when the input queue is overflowed is equal to the
probability of blocking the system M |M |n|m:

(1-p)p°
P3 - 1—,DS+1 (26)
where s is the size of the input buffer.
The probability of receiving a request when all the servers in the cluster are busy:
P,=1-RB-R (27)

For an Erlang system with failures, which contains n parallel servers and an unrestricted
central buffer, the average time a query spends in a cluster will be [5,27]:

1

T Z[TSPI +(Z'w+Z'S)P2 +rrP3]-1_P
S

cp

(28)

s+1

p___Np
H=A  u-Ap

where 7, = o1

It can be seen from the obtained expressions that the average time for processing
requests by a data center cluster depends on its load by the input stream of requests and on the
amount of internal shared memory. By setting the required time for processing an application
by the cluster, you can define the necessary parameters of the servers and VM of the cluster.

Numerical experiment

In Python the programming language, a simulation model has been developed that
implements the presented algorithm (certificate of state registration of a computer program No.
2020617795 dated July 15, 2020). The simulation was carried out for a data center based on the
Huawei 2488 platform, Intel (R) Xeon (R) Gold 6154 processor, 512 Gb memory containing
10 hosts and 40 VMs. The boundaries of the required VM resources were randomly generated
in the range of 35-70% of the server resources. The throughput of the switching system is
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defined in the range of 0.7-1 Gbps. The random VM migration time was set by the gamma
distribution. The distribution of the number of requested resources for each VM is described by
normal law. The research results are shown in Tables 2-5.

Table 2 — Utilization percentage of the number of servers in a data centre cluster
Tabmuiia 2 — [IpolieHT UCTIOIB30BAHMS KOIHYECTBA cepBepoB Kinactepa L{O/]

Number of cluster
servers
Used cluster servers
before placement, %
Used cluster servers
after placement, %

1 2 3 4 5 6 7 8 9 10

85 | 63 | 100 | 81 | 42 | 37 | 34 | 45 | 30 | 40

3|50 - | - | - | -] -]~

Table 3 — Percentage of buffer memory usage in data center cluster servers
Tabmuia 3 — [poreHT ucnonb3oBanus OydepHol namsitu ceppepos kiactepa 11O/]

Numbers of hosts 1 2 3 4 5 6 7 8 9 10
memory usage before
placement, %
memory usage after
placement, %

60 | 65 | 70 | 45 | 27 | 25 | 20 | 32 | 40 | 43

80 | 65 | 40 | 70 — — — — — —

Table 4 — Time to host virtual machines on data center cluster servers
Tabnuua 4 — Bpems pazmenienns BUPTYalIbHBIX MallIiH Ha cepBepax kinacrepa O/

Number of

o 5 10 15 20 25 30 35 40
Placement | 19 25 31 50 75 85 90
tlme, SecC.

Table 5 — Time of processing requests by a data center cluster
Tabnuua 5 — Bpems o6pabotku 3anpocos kinactepom LLO/]

Load of servers 0.35 0.40 0.45 0.50 0.55 0.60

Request processing 0.103 0.147 0.183 0.216 0342 | 0.51
tlme, SecC.

It follows from the simulation results that the proposed model for the distribution of data
center cluster resources provides acceptable distribution rates for the number of VMs not
exceeding 20. With an increase in the number of VMs, the time for distribution and processing
of requests by a data center cluster grows exponentially. The implementation of the presented
algorithm reduces the number of used data center servers by 60%, with the number of VMs
being hosted not exceeding 40.

Conclusion

An approach based on a heuristic greedy algorithm with a bounded enumeration
procedure and restrictions on the resources of the hardware and software complex of the data
center is proposed to solve and study the problem of efficient allocation of resources for a
computing cluster in a cloud data center. The search depth, which determines the maximum
possible number of servers and virtual machines to assign allocation, provides the necessary
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balance between quality of service and allocation time. The algorithm for solving the problem
includes the following stages: optimal distribution of software applications among virtual
machines, distribution of virtual machines among servers of a data center cluster, construction
of an algorithm diagram, determination of the main indicators of request processing quality by
means of analytical and simulation modeling. Taking into account that such stochastic systems
satisfy the ergodicity condition, the parameters of the data center cluster, which determine the
main indicators of request processing quality, are defined as indicators of the QS operating in
a stationary mode. The use of the proposed approach will make it possible to reasonably carry
out the placement of software applications on the VM of a corporate data center, choose the
composition of virtual machines and solve the problems of their rational placement on the
physical servers of the data center clusters.
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