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Abstract. Economic and social development requires constant modernization of the regional
management system based on the system of key socio-economic indicators of the region's development
and methods of their analysis and forecasting. The article proposes a comprehensive approach to
forecasting based on the application of classical forecasting methods for existing time series of statistical
indicators and by identifying and analyzing indirect semantically close indicators to a new indicator in
the absence of the necessary time series for forecasting. The article provides a general methodology for
obtaining a forecast and describes in detail the method for constructing a forecast estimate of the change
dynamics in the estimated indicator as well as a description of the AutoML library with open source
FEDOT, which was used to build forecasts. The issue of constructing and optimizing a combined
forecast with the aid of automatic machine learning tools is considered. At the end of the article, the
result of an experiment on predicting the indicators “Population of the subject of the Russian Federation”
and “Life expectancy at birth” according to the proposed approaches and a comparison of the findings
is presented. It can be concluded that the suggested approach to making a predictive assessment of the
change dynamics in the estimated indicator by identifying indirect indicators can be applied to socio-
economic indicators of the development of the region.
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Pe3tome. JXOHOMHUYECKOE U OOIIECTBEHHOE pa3BUTHE TPeOyeT MOCTOSIHHOM MOJCPHHU3ALNN CUCTEMBI
YIPaBIEHUsI, OCHOBAHHOM Ha CUCTEME KJIFOUEBBIX COLMAIbHO-9KOHOMUYECKHX ITOKa3aTeNel pa3BUTHUS
perroHa 1 MeTo/laX UX aHaIM3a W MPOTHO3MPOBaHUA. B cTaThe mpeayaraeTcsi KOMIDIEKCHBINA MOIX0 K
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MOCTPOEHUIO TIPOTHO3a KaK HAa OCHOBE MNPHUMEHEHHUS KIACCUYECKUX METOAOB ISl CYIIECTBYIOIIUX
BPEMEHHBIX PSJOB CTAaTUCTUYECKUX TIOKa3aTeleil, Tak M TIOCPEACTBOM BEHISBICHUS U aHaIM3a
KOCBEHHBIX, CEMAaHTHYECKH OJNM3KMX K HOBOMY IIOKa3aTellel, B CIlydae OTCYTCTBHS y HETO
HEOOXOMMOTO /ISl IPOTHO3a BpeMeHHoro psaa. [IpuBeneHa obmas MeToANKa IMOIYYIEeHUS IPOTHO3a 1
MOIPOOHO ONMKCaHAa METOJUKA MOCTPOCHHS MPOTHO3HOUM OIICHKH JUHAMHMKH M3MEHEHUS PAcUeTHOTO
MOKa3aTeNsd, a TakKe NPUBEIeHO omucanrne OmbimoTekn AutoML C OTKPBITBIM HCXOIHBIM KOJOM
FEDOT, xotopas MCHOJB30Bajlach Il MOCTPOCHHS IPOTHO3a. PaccMoTpeH BOMpOC IMOCTPOSHUS U
ONTHMHU3AIMM KOMOWHUPOBAHHOTO IIPOTHO3a HA OCHOBE aBTOMATUYECKMX CPEACTB MAIIMHHOTO
o0OydeHus. B 3akimoueHnM Mpe/ICTaBICH Pe3yIbTaT SIKCIICPUMEHTA 110 TIPOTHO3UPOBAHUIO TIOKA3aTeICH
«Hacenenne cyOwrexta Poccuiickoit @enepammm» u «Oxkumaemasi MPOIOIHKUTENBHOCTD JKU3HU TIPH
POXKIICHUM» IO TIPE/ITI0KEHHBIM TIOJIX0/IaM U CPaBHEHHE TIOyUYEHHBIX pe3yabTaToB. Caenad BEIBOI, YTO
MPEIUIOKCHHBIN MOIX0/] K (DOPMUPOBAHUIO TPOTHO3HOW OLEHKU JUHAMUKUA H3MEHCHUS PacUCTHOTO
MOKa3aTeNsi Ha OCHOBE BBIJENIEHUS! KOCBEHHBIX ITOKA3aTeled MOXET OBITh MPUMEHEH K COIHMAIBHO-
HSKOHOMHYECKHM ITOKA3aTelsiM Pa3BUTHS PETHOHA.

Knrouesvie cnoea: conpanbHO-IKOHOMHYECKHE ITOKA3aTENH, TPOTHO3MPOBAHKE, HEMONMHOTa, AutoML,
IIoKa3aTejb ACATCIBbHOCTU BBICHINX HJOJIXKHOCTHBIX JIUII.

Jlna yumuposanusa: A66a3oB B.P., banyes B.A., bypnynkuii B.B., MensaukoB A.B., Pycanos M.A.
O moxaxolie K MPOrHO3MPOBAHUIO TMOKazaTeled COLUMalbHO-3KOHOMUYECKOTO Pa3BUTHS pErHOHa Ha
OCHOBE KOCBEHHBIX NOKazateneil. Moodenuposanue, onmumuzayus U UH@GOPMAYUOHHBIE MEXHOLO2UU.
2022;10(3). Hoctynuo mo: https://moitvivt.ru/ru/journal/pdf?id=1202 DOI: 10.26102/2310-
6018/2022.38.3.004 (Ha aHri1.).

Introduction

The ability to assess and forecast socio-economic indicators is important for the task of
development planning and monitoring the performance of state power.

In 2021, the methodology for calculating socio-economic effectiveness indicators of the
senior official activities in the constituent entities of the Russian Federation was approved on
the basis of the Decree of the President of the Russian Federation dated 04.02.2021 No0.68 "On
estimating the effectiveness of the activities of senior officials of the constituent entities of the
Russian Federation and the activities of executive authorities of the constituent entities of the
Russian Federation™ [1,2].

This methodology describes the calculation of 20 different indicators such as population
size, life expectancy at birth, poverty level, housing construction volume, and others.

There are explanations in the methodology [2] regarding the calculations of indicators
and data sources for these calculations, but problems exist with extracting and insufficient
volume of primary data from various regional and state information systems for the application
of forecasting methods.

The availability of primary data can be described in two scenarios: there is a sufficiently
large time series for the direct calculation of the desired indicator and its mathematical forecast;
statistical data is insufficient and, therefore, it is necessary to use expert and other subjective
methods of predicting the indicator.

Despite the difficulties described above in obtaining primary data and the problems of
their quality, it is necessary to calculate the value and make a forecast of statistical indicators
in both cases.

Currently, methods for forecasting statistical indicators with a sufficient size of time
series have been studied quite fully, but there is no universal forecasting approach for indicators
with insufficient data for previous time periods.

The purpose of the research is to test the hypothesis about the possibility of forecasting
key effectiveness indicators of senior official activities on the basis of indirect indicators.

2|12


https://moitvivt.ru/ru/journal/pdf?id=1202

MoneaupoBaHue, ONTHMHU3ANMS W HHPOPMAIIMOHHBIE TEXHOJIOTHH / 2022;10(3)
Modeling, optimization and information technology https://moitvivt.ru

This article describes the forecasting methodology for scenarios of data availability and
completeness, including an experimental approach to obtain indirect indicators when standard
forecasting methods are not applicable. The method of constructing a time series of an estimated
indicator, which uses time series of indirect indicators, is described.

Literature review

The analysis of scientific articles has shown that for the tasks of selecting indirect
indicators, an expert approach is used or a case is considered when the desired indicator is
known and it is necessary to test the hypothesis of the desired indicator relationship with an
indirect or a set of indirect indicators. Otherwise, they construct knowledge graphs that allow
them to identify factors related to the desired indicator.

The article [3] provides an overview of forecasting methods which examines the quality
of forecasting economic indicators by statistical methods and machine learning (ML) methods
and also considers various estimates for the validation of the forecast. The methods under
review are suitable for predicting the indicator in the presence of a statistically significant time
series. In particular, the article examines a retrospective of prediction methods based on neural
networks using the example of the M3-Competition [4]. The authors of the article in their
research employed time series from the M3-Competition to compare methods according to
SMAPE and concluded that statistical forecasting methods show better results compared to
machine learning methods.

The article [5] compares the methods of combining forecasts with each other and with
statistical forecasting methods. Variations of the Granger-Ramanathan method, the ridge
regression combining forecasts, the method of harmonic weights, adaptive exponential
smoothing with tracking signal, the method of simple exponential smoothing, and Box-Jenkins
model (ARIMA\) are considered. The comparison takes place on data for the period from 1957
to 2017:

— steel production,

— metallurgical coke production,

— cellulose production,

— plywood production,

— cement production.

In [6], the authors continue their studies of combining forecasts, adding for comparison
the method of the matrix of paired preferences and the method of linear combination of partial
indicators with different weights. The findings of the studies are similar, the Granger-
Ramanathan method gives the greatest forecasting accuracy.

The article [8] proposes an approach to the development of composite mathematical
models controlled by data. To verify the correctness and effectiveness of the proposed approach
and substantiate the selected solutions, an experiment was conducted, the results of which show
that the approach to model construction facilitates greater diversity and quality of the models
obtained. The open source FEDOT framework for automatic modeling and machine learning
(AutoML) was used to conduct the experiment.

In addition, articles devoted to methods of forecasting socio-economic indicators [9-14]
and articles devoted to the construction of knowledge graphs for text analysis [15-17] were
considered.

It is worth mentioning that there is a number of articles that use machine learning for
text mining to identify the relationship of a calculated indicator with a set of indirect indicators.
For example, article [9] describes an approach that employs text mining based on Chinese
financial news on the Internet to predict a stock price trend based on a support vector machine
(SVM). 2,302,692 news items were processed in the period 2008-2014. With the aid of the
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news corpus, a stop word dictionary and an accurate sentiment dictionary are formed.
In reliance on the described corpus, an original forecasting model using SVM is
proposed.

It is also interesting to note that there is a fairly large number of articles devoted to
knowledge graphs. Thus, in the article [15], an approach is described for constructing thematic
graphs of knowledge about world events on the basis of newspaper articles and it is shown that
the entities extracted from such graphs improve the forecasts of industrial production in the
USA, Germany and Japan. A corpus of over a billion news articles from 2015 to 2021 was used
to validate the model.

Articles on the use of AutoML for forecasting and approaches to the modification of
such systems for better prediction quality as well as optimization of calculations were also
considered [18-21].

Materials and Methods
Problem statement

To test the hypothesis about the applicability of indirect indicators obtained using
machine learning methods and statistical analysis of normative legal acts to forecast an arbitrary
statistical indicator, we will clarify a number of key terms.

A statistical indicator is a generalized quantitative characteristic of qualitatively
defined properties of a set of socio-economic objects or phenomena.

Senior official activity effectiveness indicator is a statistical indicator from the list of
indicators for effectiveness analysis of senior official activities in the constituent entities of the
Russian Federation according to the decree of the president of the Russian Federation from
04.02.2021 No0.68 “On assessing the effectiveness of the activities of senior officials™ [1].

By a direct indicator we will imply the senior official activity effectiveness indicator,
the value of which is determined by a direct calculation in accordance with the methodology.

It is important to note that each of the 20 indicators defined in the above-mentioned
government decree has a strictly defined name and a brief text description.

By estimated indicator we will imply the senior official activity effectiveness indicator
the value of which cannot be calculated in accordance with the calculation methodology [2] due
to the incompleteness of the time series of the initial data.

We will define the indirect indicator as an indicator that allows us to assess the
dynamics of change for the estimated indicator in any other way other than described in the
calculation methodology [2].

In the process of forecasting the senior official activity effectiveness indicator, machine
learning, statistical or mathematical modeling methods are used, for which the completeness of
the time series is an important characteristic. By completeness of the time series, we will imply
the data quality indicator which determines the sufficiency of filling in indicators and their
attributes to build a forecast for a given time series.

It is important to note that the use of indirect indicators is justified only if the time series
for the corresponding senior official activity effectiveness indicator does not have the
completeness necessary to obtain a forecast with a given accuracy.

To test our target hypothesis, the following tasks will need to be solved sequentially.

A. To develop a general methodology for obtaining a forecast for an arbitrary direct
indicator and predictive assessment of the change dynamics using indirect indicators for an
estimated indicator.

B. To develop a method for constructing a forecast estimate of the change dynamics in
the estimated indicator based on aggregation from the forecast estimates of a set of indirect
ones.
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C. To carry out a comparative analysis of the forecast construction and the forecast
assessment of the change dynamics for the senior official activity effectiveness indicator
obtained using the developed methods.

General forecasting methodology

To solve the problem of constructing a general methodology for obtaining a forecast for
an arbitrary direct indicator and predictive assessment of the change dynamics using indirect
indicators for the calculated indicator, the following methodology is proposed.

1. For the performance indicator of senior officials, the availability and completeness of
statistically significant time series for its calculation and forecasting is determined.

2. In case of incompleteness and/or unavailability of the time series described in step 1
(estimated indicator):

2.1. the expert selects a set of indirect indicators that have the time series necessary for
forecasting;

2.2. for each indirect indicator, statistical data is collected in the form of a time series;

2.3. each time series of the indirect indicator is normalized;

2.4. for each time series, a forecast estimate of the dynamics of changes in the indirect
indicator is formed,

2.5. the formed forecasts are aggregated into the final forecast estimate of the change
dynamics in the estimated indicator.

3. In case of completeness and availability of the time series described in step 1, the
forecasting process (direct indicator) is performed:

3.1. for a direct indicator, a time series is collected;

3.2. the resulting time series is forecasted.

The method of constructing a predictive assessment of the change dynamics in the
estimated indicator

At the first stage, for each estimated indicator, the expert determines a set of indirect
indicators related to the estimated indicator and having sufficient time series for forecasting.
Having received a set of indirect indicators and their time series, it is necessary to forecast these
series, and then proceed to the estimated indicator.

First, it is necessary to assess the quality of indirect indicator time series. In order to
make a decision on the inclusion of this time series in the integral assessment, it must meet the
following criteria:

A. Duration. The duration of the time series should be at least two years. This is
necessary so that forecasting models can track seasonal trends.

B. Relevance. The time interval between the last point of the time series and the date
before which the forecast is made should not be more than three years since the proposed
solution is not intended for a long-term forecast.

C. The maximum measurement step. To take into account the seasonality factor, it is
necessary that the time interval does not exceed a quarter, otherwise we can only talk about a
rough assessment of the trend. This requirement is due to a strong loss of accuracy when
interpolating values.

The selected time series should be normalized, and then forecasted by the most adequate
method of forecasting time series.

The obtained forecasting results must be aggregated in such a way as to obtain a relative
change in the estimated indicator. To do this, it is proposed to present the findings of forecasting
indirect indicators in the form of a relative change in the last value. The averaged vector of
forecast series will be a relative forecast of the estimated indicator.
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Time series normalization method

For correct forecast aggregation of several indirect indicators related to a given
estimated indicator, it is necessary to normalize the time series, namely, it is necessary to
perform the following preprocessing stages:

1. The step of time series for indirect indicators is determined by the smallest timeframe
between two consecutive points for any time series. The missing values in all time series are
interpolated over the smallest timeframe.

2. Normalize the values of time series in the range from 0 to 1. Normalization is
performed for each series independently, relative to the maximum value of the indicator on this
time series.

3. Ifan inverse correlation is found for an indirect indicator, then it is necessary to invert
the values of the time series.

For the time series prepared in this way, it is necessary to make a forecast until the given
date. The forecasting is performed iteratively until the target date is reached. The choice of the
best forecasting method should be carried out for each time series separately. In order to do that
it is proposed to use AutoML models that automatically select the best forecasting models.

Time series forecasting and aggregation method

For forecasting it is proposed to use the AutoML open-source framework FEDOT [8].
The framework builds a composite model consisting of one or more models combined into a
pipeline.

It is built from a variety of models/algorithms such as: ARIMA (autoregressive
integrated moving average), AR (two-lag autoregression model), Linear (linear model), KNN
regression (regression based on k-nearest neighbors), RANSAC (random sample consensus),
etc. In total, about 30 models are used. An evolutionary algorithm is employed to select the
most suitable in a particular situation, which performs optimization by means of genetic
operators of selection, crossover and mutation.

After building a chain of applied models, the hyperparameters are tuned at all nodes of
the resulting model using Bayesian optimization methods.

The resulting forecast of each indirect indicator must be presented as a relative change
from the previous point. Since all time series were initially normalized relative to each other,
the length of the forecast vector for all indirect indicators will be the same. This makes it
possible to summarize the predictive vectors of indirect indicators and obtain the predictive
vector of the estimated indicator.

Results and discussion

On the basis of the developed general methodology, an experiment was conducted to
forecast the senior official activity effectiveness indicator "Population of the subject of the
Russian Federation".

The expert identified the following indirect indicators:

. life expectancy at birth, number of years;
. number of births;

. number of deaths;

. migration increase or decrease;

5. number of doctors.

For the indicator "Life expectancy at birth" the expert identified the following indirect
indicators:

1. number of doctors;

2. the number of people who have been assisted on an outpatient basis and on trips;

A OWN
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3. poverty rate;

4. number of deaths.

For each of the identified indicators, we search for statistical indicators and their time
series. Each time series undergoes normalization.

After that, we form models to predict the time series of each indirect indicator and then
use them to form forecasts. At the next step of the general methodology, we present each
forecast as a relative change from the previous point and form a forecast vector. Afterwards,
we calculate the arithmetic means of the indirect indicator forecast vectors, which will be the
forecast vector for the desired estimated indicator.

Figure 1 and 2 shows the forecasts of the calculated indicators "Population of the subject
of the Russian Federation" and "Life expectancy at birth" for the Khanty-Mansiysk
Autonomous Okrug — Yugra from 2017 for 3 years ahead and forecasts were obtained in the
form of relative average increases. Forecasting of these indicators was also carried out without
the use of indirect indicators. The value of the forecast error according to the SMAPE metric
(symmetric average absolute percentage error) for the indicator "Population of the subject of
the Russian Federation" by calculating the direct indicator and the method of integral predictive
evaluation of the indirect indicator aggregate was 3.019% and 2.3%, respectively, and for the
indicator "Life expectancy at birth" 12.94% and 6.64%, respectively.
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Figure 1 — Forecast of the indicator “Population of the subject of the Russian Federation»” by the
ARIMA method and using indirect indicators
Pucynok 1 — IIporuo3 nokazatens «HucneHHOCTh HaceseHus cyObekTa Poccuiickoit @eneparim»
meronom ARIMA 1 ¢ ucrons30BaHreEM KOCBEHHBIX MOKa3aTelIei
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Figure 2 — Forecast of the indicator “Life expectancy at birth” by the ARIMA method and using
indirect indicators.
Pucynoxk 2 — Ilporno3 nmokazarenst «Oxxugaemast poJOHKUTENBHOCTD XKU3HU MPU POKICHU»
metonoM ARIMA u ¢ “CIIonp30BaHUEM KOCBEHHBIX MMOKa3aTelei

Conclusion

Following on from the experiment described above, a comparative analysis of the
forecast obtained for the direct indicator by classical forecasting methods and the forecast
obtained by the proposed methodology for two indicators — “Population size” and “Life
expectancy at birth” was carried out. The results of the experiment suggest that the initial
hypothesis about the possibility of predicting key performance indicators of public authorities
based on indirect indicators obtained using machine learning methods and statistical analysis
of regulatory legal acts has been confirmed experimentally. The developed methodology for
obtaining a forecast for an arbitrary indicator effectiveness of senior official activities, including
the method of constructing an indirect indicator in the conditions of incompleteness of the time
series and the method of constructing a forecast estimate of the change dynamics in the
calculated indicator based on aggregation from the forecast estimates of a set of indirect ones,
can be used for practical construction of specialized software for experts and analysts based on
it.

At the same time, the great role of the expert in the interpretation of the obtained N-
grams and the selection of candidates for indirect indicators should be noted. It is possible to
reduce the subjectivity of an expert's assessment by creating a recommendation system based
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on the method of automatically determining the parameters of the n-gram ranking or using
knowledge graphs.
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