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Abstract. In database management systems, since the creation of user applications, the problem of data
backup has not lost its relevance. With the development of technologies in the field of Internet
programming, cloud data backup methods have appeared. Cloud-based backups are gaining ground in
the information technology space. Situation-oriented databases (SODBS) at the current stage need their
own backup tools. As part of the microservice architecture, since heterogeneous sources and results of
data processing in the SODB are taken out of the local infrastructure, it is required to use modern backup
capabilities. First of all, it is necessary to reserve virtual data arrays collected from virtual multi-
documents as well as dynamic data processing objects. In SODB, multi-documents and dynamic data
processing objects are the main elements involved in data manipulation; their content is heterogeneous
data sources, intermediate processing results and the final processing result before uploading to the data
receiver. It is proposed to solve this problem using a situation-oriented approach by adding a backup
model, as well as developed algorithms for backup and operating cloud disks and cloud storages.
Previously, the issues of backup in SODB were not given due attention because the model assumed the
use of the current state memory mechanism, which guaranteed the protection of data from possible
damage and a return to the previous processing steps was provided by editing it. In addition, each state
of the model provided for error handling that occur during processing. With the growing need for
redundancy of external heterogeneous sources, new equipment is required to eliminate gaps in the
backup implementation of SODB. This kind of equipment has not been suggested before; this paper
discusses its implementation, and a prototype of the SODB software, accompanying the process of
course design in "Databases" course, is used.
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Pe3rome. B cuctemax ympamieHus 0a3aMu JaHHBIX C MOMEHTa CO3J[aHUS II0JIh30BATEIBCKUX
MIPUJIOKEHUI HE TMOTepsuia aKTyallbHOCTh 3ajada Pe3epBHOTO KOMHMPOBaHWA NaHHBIX. C pa3BUTHEM
TEXHOJIOTHHA B pyclieé WHTEPHET MPOTPaMMHPOBAHUS MOSBIIIMCH 0OJIAYHBIE METOMABI PEe3epBUPOBAHUS
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JIaHHBIX. Pe3epBHOE KOMMpOBaHKUE, OCHOBBIBAIOIICECS HA 00JaYHBIX XPaHUIIMIIAX, 3aHIMaeT Bce 0ojee
YBEpEHHBIE MTO3UINH B chepe NHPOPMAITMOHHBIX TEXHOIOTHH. CHTyallHOHHO-OPHUEHTHPOBAaHHBIE Oa3bl
nmauabix (COB/I) Ha TexymeM sTare Hy»XIaroTcs B COOCTBEHHBIX CPEICTBAX PE3EPBHOTO KOMMPOBAHMUS.
B pamMkax MHKpOCEPBHCHOW apXUTEKTYphl, MOCKOJNBKY TI€TEPOr€HHBIC HCTOYHHKH W PE3YJIbTaThl
o0paboTtku manHeix B COBJl BBIHOCSTCA 3a Tpenenbl JIOKAThbHON HH(PPACTPYKTYpHI, Tpedyercs
3aJIefiCTBOBATh COBPEMEHHBIC BO3MOXHOCTH PE3epBHOTO KomupoBaHus. [Ipexae Bcero TpeOyercs
pe3epBUPOBATh BUPTYAIbHBIC MaCCUBBI IaHHBIX, COOPaHHBIC U3 BUPTYAIbHBIX MYJIbTHAOKYMEHTOB, a
TaKXke ITUHaMu4eckue o0BeKThl 00paboTku AaHHBIX. B COBJ] MynbTHIOKYMEHTH M TWHAMUYECKUE
00BEKTBI 00pabOTKH JIAHHBIX SIBIISIOTCS OCHOBHBIMH 3JIEMEHTAMH, YYACTBYIOIIMMHU B ONIEPUPOBAHHUI
JaHHBIMU, UX COJAEPKUMOE — 3TO TE€TEPOrCHHBIE MCTOYHUKU JaHHBIX, TIPOMEXYTOUHBIC PE3yIbTAThI
00pabOTKM M KOHEUHBIH pe3yibTaT 0OpabOoTKH 10 BBHITPY3KH B MPHEMHUK AaHHBIX. JaHHYyIO 3amady
npejyiaraeTcss peniuTh C HCIOJIh30BAHUEM CHUTYAIlHOHHO-OPHEHTUPOBAHHOIO TOJXO0JA, 00aBIIss
MOJIENTb PE3EPBHOTO KOMUPOBAHHMS, & TAKKE pa3pabOTaHHBIC ATOPUTMBI PE3EPBHOTO KOTIMPOBAHUS U
paboThl c OONAaYHBIMK JAMCKaMH, OOJAYHBIMU XpaHWIMIIaMd. PaHee BompocaM pe3epBHOTO
korupoBanusi B COBJ[ He yaenanoch MODKHOTO BHHMAaHHS, TaK Kak MOJENb MpeAroaraia
WCIIOJIb30BaHHE MEXaHU3Ma MaMATH TEKYIIETO COCTOSHHUS, YTO TAPAHTUPOBAIIO 3AIUIICHHOCTh JAHHBIX
OT BO3MOXXHBIX HOBpe)KZICHI/Iﬁ 1 3a CUCT €€ pCAAKTUPOBAHUA O6CCHC‘II/IB3J'IC5[ BO3BpaT Ha MpCAbIAYyIIUC
uraru 00paboTku. Kpome Toro, B KakJJoM COCTOSITHUM MOJIENH MIPeycMaTprBaiack 00paboTka OMIMOoK,
BO3ZHUKAIOIUX B mporecce o0padotkn. C pocToM MOTpeOHOCTEH B pe3epBUPOBAHWUU BHEIIHUX
TeTepPOreHHBIX HUCTOYHHKOB TPeOyeTCs HOBOE OCHAIICHUE, YCTPAHSIONIee MPOOENbl B pealiu3aluu
pesepBHoro konupoBanust COBJl. Takoro poja ocHaimieHHe paHee He OBUIO MPEIIOKEHO, B paboTte
o0cyXJaeTcs ero peanu3anus, HCIIONB3YeTCs MpoToTUll mporpammuoro obecrneuenns COB/],
COITPOBOK/IAIONIETO MPOIIECC KYPCOBOTO MPOSKTUPOBAHUS O AUCIUILTHHE «ba3bl TaHHBIXY.

Knrouesvle cnosa: cuTyalmoHHO-OpUECHTHPOBaHHAS 0a3a JaHHBIX, BCTPOCHHAS TUHAMHYECKAs MOJIECIIb,
reTePOreHHBIC UCTOYHUKH JJOKYMEHTOB, PE3€PBHOE KOMMPOBAHHE, BUPTYAIbHBIC MYJIBTUIOKYMEHTHI,
JMHAMHYECKUe 00beKThl 00paboTku manubix, RESTful-cepsuch.
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Introduction

A priority task for any information system that manages data is backup or, in other
words, the creation of "backups". Data about a business process, users, documents are valuable
for any organization [1]. Possible incidents associated with their loss cannot be calculated in
advance. In this regard, it is possible to insure against their loss by backing up to a drive separate
from the infrastructure of the information system. Such a drive should allow accumulating
backup copies of data, support several versions made at different times in order to capture the
changes made in the information system at any time interval. The usual procedure is to store at
least three backup versions separated by a time interval. The receiver can be a local hard drive
without an Internet connection, an external flash drive, as well as a network drive or cloud
storage. This applies to modern information systems, big data processing and the "Internet of
things" [2].

Let us consider several levels for a backup task where data is stored. Backing up
operating system data, where the settings of the operating system, its files, registry, settings are
backed up. There are software solutions, data backup systems that helps to back up the entire
user's personal computer. Other solutions are focused on maintaining backup copies of virtual
machines running a server operating system that solves user tasks within the “client-server"
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architecture. There are also built-in backup capabilities such as those in database management
systems, they already have tools for creating backups in the form of detached backup files of
only a separate type of database provision. Such files are called "data dumps". Subsequently,
the dump file is opened in the restore tool on the database server and the restore process starts.
It is impossible to simply copy the database file since it is opened by the DBMS process or
locked by the DBMS server services; therefore, a specialized backup mechanism is provided
that helps to detach the database or immediately create a backup using built-in tools. This
mechanism creates backups and restores them in all modern relational DBMS, and the result of
the restoration is no different from the original data subjected to backup.

The storage location for backups is usually a safe place, a local or network drive called
a NAS, as well as cloud storage [3]. Nowadays, it is cloud technologies that are being promoted
as a means of backup following cloud information systems. Cloud disks are used as a drive,
copying to which is performed according to a schedule compiled by the user. Backups can be
both virtual machine images and individual files, for example, the same database dumps. A
specialized cloud for backups is not necessary, a regular cloud file storage with an accessible
API [4] is also suitable for this task: a user application, operating system or DBMS can register
in it and upload files in a protected mode on a schedule backups at the time specified by the
administrator. The backup object is only required to implement automated functions that create
backups, as well as an application that connects to the cloud storage to download files through
the network. Created backups are managed by a single system administrator using cloud storage
controls where it is possible to evaluate disk size, backup size, control backup versions, deleting
outdated copies in a timely manner, and also to check their quality by test recovery.

This paper addresses a similar problem taking into account the specifics of designing
situationally oriented databases (SODB). The virtual multi-document model underlying the
SODB already at the current stage of development interacts with web services and data storages
[5]. Based on this, it is possible to take a step towards managing cloud disks. The scientific and
technical groundwork in this field is evident; it would help to achieve modern cloud backup
using the cURL extension, which is widely used to work with external heterogeneous data
sources of applications based on SODB [6, 7]. In situationally oriented databases, there are
tools for virtual multi-documents / data arrays as well as dynamic data processing objects. By
using them, heterogeneous data and methods for their processing are specified in the model.
There may be a need to reserve such objects when the application is in operation. The known
methods [8, 9] are not implemented in SODB and cannot be applied with the same efficiency.
Manual methods for backing up heterogeneous SODB data are also losing their relevance due
to the high labor intensity of performing routine operations. It should be noted that there are
ways to solve the backup problem in SODB by developing a backup model, new elements and
by creating an algorithm for processing a backup model or algorithms for uploading backups
to cloud storage. These types of software are not available in SODB [10], but there is a potential
in their development with a view to obtaining a qualitative result in the process of designing
databases and creating software equipped with such capabilities.

Literature review

The problem of backup is well-known. Considering it in this paper, we reviewed and
analyzed the available literature, articles, theses which have been published recently [11-13].
These sources are important because they deal with the management of new cloud technologies
as well as new directions in the creation of modern non-relational NoSQL databases. One of
these papers discusses the practical aspect of data analysis under the conditions of server
operation limitations by creating backup copies for the analysis of out-of-order data from RAM.
A program algorithm is being developed to determine the data to be deleted and those that
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should be left for restoration in the storage. This type of manipulation is carried out without
deploying a database server [14]. Papers were reviewed in order to find backup methods and
tools available for transfer to SODB and algorithms that have proven their effectiveness in the
direction of NoSQL. They are highly specialized, algorithms and software operate only with a
certain type of data store, for example, key-value store backups.

Unfortunately, it is not possible to find easily portable backup methods that fully take
into account the models and methods for processing heterogeneous data in the hierarchical
situational model of SODB. Additional questions about the applicability of known methods are
raised by the solutions proposed in the papers [15-17] if they are built from the standpoint of
the polyglot persistence approach [18], based on the microservice architecture [19, 20]. There
are recommendations for selecting backup systems. Their advantages and disadvantages are
known [21, 22].

This article demonstrates how to model efficiently the use of the existing scientific and
technical groundwork to solve the backup problem from the standpoint of a situation-oriented
approach involving microservice architecture. There is currently no such support in the SODB,;
therefore, it is required to develop it in terms of a hierarchical situational model, backup
methods in cloud storage, algorithmic support and software. The necessary conditions for this
were created at the previous stages of research, where the problems of streaming data
processing [23], extracting data from drawings of office documents [24] as well as working
with heterogeneous sources in the form of relational databases were considered [25]. The
necessary conditions for this were created at the previous stages of research that addressed the
problems of streaming data processing [23], extracting data from drawings of office documents
[24], as well as managing heterogeneous sources in the form of relational databases [27, 28].

Under the current conditions, it is not possible to find in published papers known
methods for backing up SODB with a focus on the data processing model. There are no built-
in tools for backing up virtual data arrays and data processing objects. In terms of algorithmic
support, the problems of developing algorithms for the SODB backup model were not
considered, so this paper focuses on their development in accordance with the backup model.

Backup of heterogeneous data sources and SODB virtual data processing objects

Reservation of heterogeneous data sources of the SODB architecture. The SODB
architecture in the current conditions involves a large number of variants of heterogeneous data
sources accepted for processing in the states of a hierarchical situational model. With the advent
of SODB [26,28], these were the simplest XML documents stored on an external data carrier,
web server hard drives. At that time, the system sources were not considered as heterogeneous.
At this stage, the architecture has expanded significantly due to the involvement of various
sources. If we turn to the modern architecture of the SODB in Figure 1, it shows how
heterogeneous sources are represented not only from XML documents, but also from virtual
data arrays, database servers, archives, microservices, third party web services. Sources, as they
were added for processing in the SODB, seemed to be diverse in their internal representation
and specialized tools were required for their processing. Such sources were characterized as
heterogeneous, their distinctive features were presentation formats, access methods and
processing methods [29, 30]. The existing SODB architecture has not fit into the traditional
methods of solving the backup problem precisely because of the variety of access methods and
the processing of internal content. Copying files manually to local media here no longer satisfies
the requirements of the SODB infrastructure.
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Figure 1 — SODB architecture with built-in elements of the backup model for heterogeneous data
sources, virtual data processing objects
Pucynok 1 — Apxutekrypa COBJ] co BCTpOGHHBIMH 3JIEMEHTaMH MOJIENN PE3EPBHOIO KOMMPOBAHUS
reTepOreHHBIX HCTOYHUKOB JIaHHBIX, BUPTYAILHBIX 00BEKTOB 00pabOTKH TaHHBIX

If we imagine the backup process manually, then this means that operating an automated
mode requires to access each heterogeneous source and, taking into consideration the writing
of query scripts for each source, copy data to any media. This method does not account for the
intermediate and final resulting representations of data sources, data retrieved during the
operation of the SODB. In addition, there is a problem with the further growth of connecting
new heterogeneous sources and the increase in the complexity of their reservation.

Possibilities of backing up heterogeneous SODB sources to cloud data storage. With
the development of modern backup technologies, traditional storage media such as HDDs,
SSDs and Flash-drives are also being used. Since SODB runs on a web server, FTP servers and
network drives are available for use to place their backups there. It can be achieved by
connecting to the data storage server. Recently, cloud backup technology has become popular,
in Figure 1 it is depicted as "Cloud Warehouse". Such a storage is a user universal tool for
storing information in the form of files with convenient functionality, controls and buttons in a
web browser. For technical specialists who can use this cloud for their own purposes,
documentation [4] is available which describes in detail how to connect to the cloud
programmatically and start creating directories in it, uploading files to them and vice versa.
Access to the cloud is granted by registering an application in a storage account, which issues
a token that can be programmatically accessed at the login address. In this case, the SODB is
represented as an application registered in the cloud storage, sending requests after
authorization to create directories and requests that help to upload files to these directories using
the PUT method and the HTTPS protocol. Previously, detailed studies were carried out on
SODB [5] related to the implementation of cURL tools for managing digital web services.
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SODB microservices were created now acting as their own heterogeneous data. Such sources
in Figure 1 also need to be backed up under current conditions, almost all of them somehow
work using the HTTPS protocol and data from them is requested via the Internet. For each type
of source from Figure 1, specialized bkp elements are introduced to solve the backup task; due
to their specification, it is indicated which source will be used and which method will be used
to initiate the backup procedure as well as to which data store. The bkp elements were not
previously introduced, they have been introduced to solve the problem of reserving specific
heterogeneous sources because for each source, dynamic data processing object, upon the
request of a system analyst or system administrator, the need to create backups is determined,
Virtual multi-document model with a backup element introduced into it. From an
architectural point of view, Figure 1 demonstrates the proposed approach to the backup task in
SODB. Here, this proposal based on the hierarchical situational model of the SODB, which
entails the use of the model as a backup management tool, develops further. This approach is
illustrated in the example from Figure 2 where the bkp backup element, like all elements of
this type, is connected directly to a heterogeneous source to solve the redundancy problem.
These new elements may contain parameters detailing the backup procedure and methods
invoked to create the copy or may refer to a virtual multidocument model where operations and
access key parameters are specified and structured like a normal external RESTful web service.
The model of such style does not undergo significant changes, and based on the already familiar
multi-document model, you can implement the entire backup as indicated by the example to the
cloud. At the same time, the model does not change significantly, so this solution is very close
to the previously introduced invariance principle [29], where changing the type of a
heterogeneous source does not significantly affect the model and it remains unchanged.

%) BackingUp Heterogeneous Sources Model
Fd  OJSXMLJournalReport type="XMLService" vendor="0JS"

ﬁ GUSARGatewayPlugin prmt = "parameter1 parameter2" baseur="http://
siit.ugatu.su/index.phpl/siit/gateway/plugin/GUS AR GatewayPlugin/" Method = "GET"

> CloudWarehouse type = "BuckUpService"
4 CloudWarehouse host = "https://cloud-api.yandex.net/v1/disk/"

> Last path = "disk:/SODBBackups" AuthorizationType = "OAuth”
Secrettoken = "XAAQHDDTMFParffqwetttmmm"

‘Pm CreateDirectory host = "https://cloud-api.yandex.net/v1/
disk/resources/?path=2023" Method = "PUT"

BackupUpload host = "https://cloud-api.yandex.net/v1/
disk/resources/upload?path=2023" Method = "PUT"

Figure 2 — Fragment of the hierarchical situational model of the SODB with the bkp element
introduced into the heterogeneous data source and the specified virtual document of the data
warehouse providing backup
Pucynoxk 2 — @parmeHT uepapxmdeckoi cutyanuonHoi Mmoaenu COB/] ¢ BBeIeHHBIM B e TepOreHHBIHA
HCTOYHUK AAHHBIX 3JICMCHTOM bkp " 3aJaHHBIM BUPTYaJIbHBIM JOKYMCHTOM XpaHWJINIIA JaHHBIX,
00€eCTIeunBaOIINM PE3EPBHOE KOTTMPOBAHNE

Figure 2 demonstrates an image of a hierarchical situational model fragment, where the
state for backup is set. Within this state, two virtual multi-documents are specified. The first
virtual multi-document 0JSxXxMLJournalReport is a heterogeneous document of the XML
service type based on the journal system of the Open Journal Systems platform. The virtual
document is structured by an entry element nested in it with the parameters specified in it, the
entry address and the GET method for requesting information via the HTTP protocol are
provided in the XML file. The parameters in this case regulate the depth of data coverage, the
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features of the desired result, similar to an SQL query, but without specifying special technical
details. Next is the nested bkp-element introduced in this paper, which has a backup type, the
name CloudWarehouse. This name matches the name of the next virtual multi-document,
which describes exactly the virtual storage where the backup copy of the document received
from the 0JSXMLJournalReport service is stored.

The second virtual multi-document is structured by entry-elements that have their own
purpose.

1. The Last entry element provides authorization; each request to the cloud storage
requires OAuth authorization with a secret token obtained when registering the SODB
application in the cloud storage;

2. The CreateDirectory entry element ensures the creation of the SODBBackups
directory in the cloud storage for placing heterogeneous source backups into it using the PUT
method;

3. Entry-element BackupUpload provides direct upload of the backup file to the
cloud in the directory specified in the previous step.

As can be seen from Figure 2, the proposed backup solution fits into the concept of a
virtual multi-document of the SODB model. A new element is introduced and the existing
elements of virtual multi-documents support these innovations. Thus, the solution of the backup
problem is provided by means of the SODB model and completely based on it, and on the other
hand, the previously used cURL methods also allow solving this problem at the level of
situational modeling and enable backup management at a high level of abstraction.

Setting specialized elements of the SODB model for the problem of backing up
heterogeneous sources and data processing objects

The bkp elements inside dynamic data processing objects. The bkp elements proposed
in this paper can be contained not only inside heterogeneous sources, but also inside dynamic
data processing objects. The binding of the bkp element helps to reserve not the initial state of
the source, in which it is presented in some service or hard disk, but, for example, when it is
processed, that is, the intermediate state between the initial and the resulting state is reserved.
Dynamic data processing objects occupy quite massive volumes due to their content, actions
performed, specifications for filtering or merging data. Under these conditions, it is possible to
specify a bkp element with minimal reservation details, but such an element will refer to a
structured virtual multidocument, where there will already be a more detailed structuring of the
operations performed. Figure 3 shows a fragment of such a model, where the target dynamic
data processing object DPO Load Data contains a link in the src element to the multi-
document Report obliging to accept for processing 1000 nodes from the SODB microservice
in JSON format. Inside the DPO Load Data object, there is a bkp element named
CloudWarehouse that refers to a multi-document with the details of starting the backup
process and accessing the cloud storage of documents. Intermediate states of the
DPO_Load Data objectare reserved, so act elements are usually indicated inside it, leading
the document to intermediate stages due to the implementation of CRUD operations. The act
elements are usually automated functions, operations that are nested in groups in a model,
submodel or dynamic data processing object. Here and below, the examples do not indicate the
features of processing and the use of functions specified in the action elements of the model.
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@ BackingUp Heterogeneous Sources Model

i CloudWarehouse host = "https://cloud-api.yandex.net/v1/disk/"
i Last path = "disk:/SODBBackups" AuthorizationType = "OAuth"
Secrettoken = "XAAQHDDTMFParffqwetttmmm"

il CreateDirectory host = "https://cloud-api.yandex.net/v1/
disk/resources/?path=2023" Method = "PUT"

g BackupUpload host = "https://cloud-api.yandex.net/v1/
disk/resource s/upload?path=2023" Method ="PUT"

Data host = "http://gusar.servepics.com/"
Last path = "dbname/_bulk_docs/"

w Report type="JSONSevice" prmt="start=1&stop=1000"
baseur="http://hsm.ugatu.su/artem/dbproj/srvs/studs2json/index.php?"

w proc

sl DPO_Load_Data

M Report RequestMethod = "cURL" type="JSON_Service"

@59 isonDoc srcDoc = "Report’
onLoadErmr ="errProc"

saveDoc = "Data"

Data RequestMethod ="cURL" type="CouchDB"
HandlingMethod="Bulk_Load"

% CloudWarehouse type = "BuckUpService"

-»@ errProc

Figure 3 — Fragment of the hierarchical situational model of the SODB with the bkp element
introduced into the virtual data processing object and the specified virtual data storage document
providing backup
Pucynok 3 — ®parmeHT uepapxuueckoil cutyanmonHoit Moaenu COBJI ¢ BBEZIEHHBIM B BUPTYalIbHBIN
00BEKT O6pa6OTKI/I JAaHHBIX 3JICMCHTOM bkp " 3aJaHHBIM BUPTYaJIbHBIM JOKYMCHTOM XPAaHUJIHIIIA
JAaHHBIX, 00ECIICUNBAIOLIUM PE3EPBHOE KOMTMPOBAHUE

The entire backup process is described in the CloudWarehouse virtual multi-
document and consists of four steps:

1) setting the access point https://cloud-api.yandex.net/vl/disk/ to
cloud storage;

2) authorization in cloud storage through the use of the 0OAuth mechanism with a secret
token Secrettoken;

3) creating the disk:/SODBBackups directory in the cloud storage using the PUT
method;

4) uploading a backup to the cloud storage in the created directory using the PUT
method.

As a result of initiating the backup procedure in the cloud storage, backup copies of
dynamic data processing objects with intermediate stages of data processing are saved in the
form of files. A standard cloud for storing files from one of the suppliers of well-known Russian
search engines has chosen as cloud storage.

Map-Reduce View Document Backup for Big Data Store from Heterogeneous
Processing Dynamic Objects. Similarly, a data processing object that creates views in the cloud
storage for processing large documents can be reserved. Figure 4 shows a fragment of the
reservation of the representation created in the big data processing warehouse, while it should

819



MopneaupoBaHue, ONTHMH3ANMS W HHPOPMAIIMOHHbIE TEXHOJIOTHH / 2023;11(2)
Modeling, optimization and information technology https://moitvivt.ru

be noted that not only the functions themselves contained in the SODB functions catalog are
reserved, but their synthesized version obtained in the data processing object, so this is a ready-
made document defined in in terms of big data storage as a view [32].

@ BackingUp Heterogeneous Sources Model

(g CloudWarehouse host = "https://cloud-api.yandex.net/v1/disk/"

2 Last path = "disk:}SODBBackups" AuthorizationType = "OAuth"
Secrettoken = "XAAQHDDTMFParffqwetttmmm"

2yl CreateDirectory host = "https://cloud-api.yandex.net/v1/
disk/resources/?path=2023" Method = "PUT"

d BackupUpload host = "https://cloud-api.yandex.net/v1/
disk/resource s/upload?path=2023" Method = "PUT"

View host = "http://gusar.servepics.com/"

Last path = "dbname/_design/viewname/" ke y="bystudID"
> MapReduceFunctions type="View" language="JavaScript"
id="_design/sodb" rev="33-fa03e033b058f27ea3ed1a3bvvabasfc"
>3 Map srcPath = "Functions/Map.js" index="1"

1Y Reduce srcPath ="Functions/Reduce js" index="2"

»@ proc

N1y Proc
(s DPO_Create_View

> MapReduceFunctions type="JavaScript'

> {29 isMapReduce srcDoc = "MapReduceFunctions"
onCreateErr = "erProc"
saveDoc ="View"
maplndex="1" reducelndex="2"

—> P9 View RequestMethod = "cURL" type="CouchDB"
“’@a CloudWarehouse type = "BuckUpService"

»@ erProc

Figure 4 — Fragment of the hierarchical situational model of the SODB with the bkp element for
backing up the Map and Reduce functions of the external data store inside the dynamic data
processing object
Pucynok 4 — ®parmeHT nepapxudeckoii curyarponnoit monenu COBJI ¢ anementom bKp st
pe3epBHOro KonupoBanus Gpynkuuii Map n Reduce BHemHero XpaHuimiia JaHHbIX BHYTPU
JIMTHAMHYECKOTO 00beKTa 00pabOTKH JaHHBIX

The example gives only two functions Map and Reduce from the library, but there were
examples when several of these functions were most often used, thereby making it possible to
create different views with combinations of JavaScript functions. Thus, different
representations are backed up during processing.

Backup of documents verified in cryptographic services. Documents that have legal
significance and are verified [33] in cryptographic services can also be subject to reservation.
They are stored in doc elements denoting a multi-document with given detached electronic
signatures in nested sgn elements. Figure 5 shows a fragment of the electronic document
verification model in a cryptographic service, but with the bkp element embedded in the multi-
document to help ensure backup to the cloud storage.

Processing a fragment of a model of a heterogeneous data source with a given bkp
element. To process a model with built-in bkp elements, an algorithm that briefly describes not

919



MopneaupoBaHue, ONTHMH3ANMS W HHPOPMAIIMOHHbIE TEXHOJIOTHH / 2023;11(2)
Modeling, optimization and information technology https://moitvivt.ru

only the backup method itself, but also the processing of model elements, parameters is needed.
It is also required to ensure the transition from the backup element of a heterogeneous source
to the processing of multi-document specifications containing the parameters for connecting to
the cloud storage, the transfer of the document for downloading with a call to the connection
method to perform CRUD operations inside the cloud. This algorithm has been developed and
proposed for processing the backup model of a heterogeneous data source, while the bkp
element is not specified in the dynamic data processing object. The element is specified in the
heterogeneous source itself, and its state is backed up in the cloud without intermediate stages,
that is, only the initial state and the resulting.

@ Electronic Signature Verification
L1y Identity host = "https://identity.testkontur.ru/connect/token/"

2 Last path = "grant_type=client_credentials &scope=Techno.Stamp"

poed Options Authorization Type = "Basic" AuthorizationSecretKey =
"XBgrX9ZiBel W5jsmO OfcORtd3GIMdyiWZI6J3CEOxygy3MFkOtDd4MaBxPj Tyxl
0A07gER2eLtPqFxUS9cT9UVFdjBTM5QeY8n8N"
Content-Type = "application/x-www-form-urlencoded"

*-Pm StampAPI host = "https://api.testkontur.ru/techno/stamp/v1/"
*Pm LoadDocs path = "contents [1]"

*m MakeReport path = "reports [2]"

*m GetReport path = "reports/'.$reportid.'/content [3]"

M Options1 srcAuth ="DPO_POST_AuthData"
Content-Type = "application/octet-stream"

g ent | Options2 srcAuth = "DPO_POST_AuthData"
Content-Type = "application/json"

> Options3 srcAuth = "DPO_POST_AuthData"
Content-Type = "application/x-www-form-
urlencoded"

*m StageReport type ="docx" filename="userStage1Report"

@ SignPerson1 type = "sig" format="CMS/PKCS #7"
flename="userStage1ReportSign"

% CloudWarehouse type = "BuckUpService"

*m CloudWarehouse host = "https://cloud-api.yandex.net/v1/disk/"

>80 Last path = "disk:/SODBBackups" AuthorizationType = "OAuth"
Secrettoken = "XAAQHDDTMFParffqwetttmmm"

*m CreateDirectory host = "https://cloud-api.yandex.net/v1/
disk/resource s/?path=2023" Method = "PUT"

> BackupUpload host = "https://cloud-api.yandex.net/v1/
disk/resource s/upload?path=2023" Method = "PUT"

Figure 5 — Fragment of a hierarchical situational model of SODB with an example of specifying the
bkp element to ensure document backup along with an electronic signature
Pucynoxk 5 — @parmenT uepapxmueckont cutyanuontnoi moaenu COB/] ¢ mpumepom 3agaHus
anemenTa bKp s obecrieueHus pe3epBHOr0 KOMUPOBAHKS JOKYMEHTA BMECTE € 3JIEKTPOHHOMN
MOJITHUCHIO

Figure 6 shows this algorithm in pseudocode in an accessible form explaining the
redundancy process for one heterogeneous source.
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000 Begin
001 sta multidoc = New State ('BackingUp')
002  ForEach sta multidoc.doc: doc.Name
003 if exists element (ent)
004 ForFach ent: e.Name, e.BaseUrl, e.Parameters, e.Method do
005 e.Name = add.NameEnt, e.BaseUrl = add.addBaseUrl,
006 e.Parameters = add.Parameters, e.Method = add.Method
007 if exists element (bkp)
008 ForEach bkp: bkp.Name, bkp.Type do
009 bkp.Name = add.Name, bkp.Type = add.Type
010 for (doc.Name)
011 d = e.Method(e.BaseUrl, e.Parameters)
012 if exists element (doc.Name==doc.bkp.Name)
013 b = doc.Name
014 if exists element (b.ent)
015 ForEach b.ent: b.Host, b.Path, b.AuthorizationType,
016 b.SecretToken, b.Method do
017 b.Host = add.Host, b.Path = add.Path,
018 b.AuthorizationType=add.AuthorizationType,
019 b.SecretToken=add.SecretToken, b.Method=add.Method
020 m = b.Method(d, b.Host, b.Path, b.AuthorizationType, b.SecretToken)
021 return m
022 End

Figure 6 — Pseudo-code of the algorithm for processing a fragment of a heterogeneous data source
model with a given bkp element that provides data backup into cloud storage
Pucynok 6 — IlceBnokon anroputmMa o0paboTKH (hparMeHTa MOJIENIM TeTePOreHHOTO HCTOUHUKA
JTaHHBIX C 3aJaHHBIM 3JIEMEHTOM bkp, 0o0ecreunBaroIIIM pe3€pBHOE KONMMPOBAHUE JAHHBIX B
06naquexpaHHnHum

Similar algorithms can also be developed for any other heterogeneous sources, dynamic
data processing objects, and in this case, we will use an example of such an algorithm and
analyze the most important stages of backup to cloud storage. If we consider the algorithm line
by line, we can distinguish the following stages of the backup process.

1. Line 000-001 initiates the algorithm, a new multidocument model is created.

2. Line 002-001 enumerates all doc elements of the multidocument model by their
names.

3. Line 003-006 if there are entry-elements inside the multi-document, then
parameters are collected for each entry-element that enable further processing.

4. Line 007-011 if there are bkp elements inside the multi-document, then for each
bkp element, parameters that enable backup to cloud storage are collected.

5. Line 010-011 for a multidocument with the given name, a method is called that
requests this from a heterogeneous source, data from the source is retrieved.

6. Line 012-013 transition from the backup element to the multidocument of the same
name with specifications for access to the cloud storage, the name of the multidocument is
saved.

7. Line 014-019 nested entry-elements of this multi-document of the same name are
processed; if they exist, their parameters are collected for each entry-element.

8. Line 020-021 is the final stage of the algorithm, where for the multidocument of the
same name with the name that matches the nested bkp element, the method of loading the
created backup copy is applied. The method receives the document contained in the variable d
and the parameters of access to the cloud storage, including the save path in the cloud.

11119



MopneaupoBaHue, ONTHMH3ANMS W HHPOPMAIIMOHHbIE TEXHOJIOTHH / 2023;11(2)
Modeling, optimization and information technology https://moitvivt.ru

Practical implementation of backup based on the backup model in SODB

A practical example of a backup model in a synthesized form is shown in Figure 7. At
the current stages of development, the SODB includes data storages. At one of the stages, the
management of document-oriented storage is organized [32], then the storage of a
cryptographic service; next, cloud storage is connected. From experience, it can be deduced
that in modern conditions a connection between SODB with some kind of data warehouse is
regularly formed. In theory, a data warehouse is understood as a subject-oriented system where
information system operation data related to its operational activities are accumulated. The data
warehouse has a specific structure that provides high data processing performance to solve the
problem of creating business intelligence reports in order to support decision making. In this
sense, the SODB needs further development under the decision-making process, the creation of
business reports to support decision-making. This example uses file cloud storage for backup
purposes.

@ BackingUp Heterogeneous Sources Model
2 O0JSXMLJournalReport type="XMLService" vendor="0JS"

w GUSARGatewayPlugin pmt = "parameter1 parameter2" baseur="http://
siit.ugatu.su/index.php/siit/gateway/plugin/GUS AR GatewayPlugin/" Method = "GET"

*@9 CloudWarehouse type = "BuckUpService"
23 CloudWarehouse host = "https://cloud-api.yandex.net/v1/disk/"

*ﬂ Last path = "disk:/SODBBackups" AuthorizationType = "OAuth"
Secrettoken = "XAAQHDDTMF Parffqwetttmmm"

*ﬂ CreateDirectory host = "https://cloud-api.yandex.net/v1/
disk/resources/?path=2023" Method = "PUT"

BackupUpload host = "https://cloud-api.yandex.net/v1/
disk/resource s/upload?path=2023" Method = "PUT"

Data host = "http://gusar.servepics.com/" type="JSONSevice"
Last path = "dbname/_bulk_docs/"

View host = "http://gusar.servepics.com/" type="JSONService"
Last path = "dbname/_design/viewname/" ke y="bystudID"
F MapReduceFunctions type="View" language="JavaScript"
id="_design/sodb" rev="33-fa03e033b058f27ea3ed1a3bvvabasfc"

'3 Map srcPath ="Functions/Map.js" index="1"
Reduce srcPath = "Functions/Reduce.js" index="2"

w Report type="JSONService" prmt="start=1&stop=1000"
baseur="http://hsm.ugatu.su/artem/dbproj/srvs/studs2json/index.php?"

w proc

DPO_Load_Data
539 Report RequestMethod ="cURL" type="JSON_Service"

Ev39 jsonDoc srcDoc = "Report”
onLoadEm = "errProc"
saveDoc = "Data"

J83# Data RequestMethod = "cURL" type="CouchDB"
HandlingMethod="Bulk_Load"

233 CloudWarehouse type = "BuckUpService"
DPO_Create_View

3] MapReduceFunctions type="JavaScript"

s jsMapReduce srcDoc = "MapReduceFunctions”
onCreateErr = "errProc"
saveDoc ="View"

j13# View RequestMethod ="cURL" type="CouchDB"

239 CloudWarehouse type = "BuckUpService"

@ errProc

Figure 7 — General view of the hierarchical situational model of SODB for backing up heterogeneous
data sources and dynamic data processing objects to cloud storage
Pucynok 7 — O6muii Bua uepapxudeckoi curyaunonHoi moaean COBJ muis pesepBHOTo
KOIMUPOBAHUA T€CTCPOIrCHHBIX NCTOYHUKOB JaHHBIX U TMHAMUYCCKUX 00BEKTOB o6pa60T1<1/1 JaHHBIX B
o0avHOE XPAHIITAIIIE
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Conceptual transition from SODB to situationally oriented data warehouse (SODW).
Situation-oriented databases now use a document-oriented data store, operate on data in them,
provide the execution of Map and Reduce statistical functions in order to process large
documents. Thus, analytical capabilities are employed, which is inherent in the functionality of
data warehouses. With the expansion of SODB capabilities, the addition of microservices to the
SODB architecture is preparing a transition at the concept level to a situationally oriented data
warehouse. Situation-oriented data warehouse (SODW) expands the capabilities of SODB. It
is marked not only by its ability to process data, but also to manage multiple data warehouses
and create business intelligence reports. SODB is a document-oriented database, but it already
uses servers of relational and non-relational heterogeneous data sources, so the current
definition does not fully correspond to the full range of functionality of such a development. It
should be noted here that this is a potential future direction in the research on hierarchical
situational modeling. A situation-oriented data warehouse can also effectively manage both
databases and documents, which would tie it to the non-relational direction of database
development.

To organize the storage and processing of data, it must contain large amounts of data.
Figures 7 and 8 show a database model from practice, on course design, which contains large
amounts of information on course design in "Databases” course. Based on such data, it is
possible to create reports with summary tables and charts on progress, completion of the design
stages, typical errors and frequently occurring comments on the completed work.

»00

A~ F

KypcoBo# npoekT «Ba3bl AaHHBIX» @ ig

[Croresmeccm [ e bt ] oo |
:

< SoDBBackups

Figure 8 — Screen forms of the "Course Design™ website based on SODB in "Databases™ course,
directories of the FTP-server of the SODB-project, cloud storage with uploaded backups
Pucynoxk 8 — Dxpannbie hopMbl BeO-caiita «KypcoBoro mpoekTupoBanus» Ha ocHoBe COBJI mo
muctmuinHe «basel naHHbIX», Katanoru FTP-cepsepa npoekta COB/I, 001auHoe XpaHWuIIe ¢
3arpy>K€HHBIMU PE3EPBHBIMU KOITHUSIMU
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In this article, at the current stage, a groundwork future has been created by providing
research on cloud data warehouses where backup copies of heterogeneous sources are placed.
As a result of processing the model from Figure 7, backup copies of heterogeneous SODB
sources should be stored in the cloud using the algorithm and plug-in methods. Figure 8 shows
the screen forms of the SODB project with the main page of the SODB course design, files
located in the local directory of the server in relation to external heterogeneous sources. The
third screen form demonstrates the backups uploaded to the cloud storage in the form of backup
files of heterogeneous SODB sources. The implementation of methods and specific features of
managing a certain cloud data storage in this case is the responsibility of the programmer who
embeds the backup modules in the SODB interpreter. On the basis of this software which has
the ability to interact with the cloud data storage, research on the organization of situationally
oriented data storages can be continued.

Conclusion

The research is aimed at solving the relevant issue of backing up heterogeneous data
sources in SODB. Previously, this task was not given due attention despite the development of
backup technologies around the world. Here we used the best developments in SODB, together
with network data exchange technologies as well as modern cloud storage. All suggestions in
this article are based on the best database design practices as well as a situational approach to
achieve the goals of a qualitative increase in performance in the design of databases and
applications at a high level of abstraction reducing the complexity of the overall backup process.
An architecture has been developed taking into account the backup process; backup models
have been built with elements introduced into the model for various types of heterogeneous
sources and dynamic data processing objects. An algorithm has been developed for processing
a fragment of a model of a heterogeneous data source with a specified element that provides
data backup to cloud storage. The example demonstrates the possibility of backing up a SODB
project to one of the popular cloud data storages. As a research prototype for implementation,
a course design project on databases is considered. The proposed specifications make it possible
to make the model more compact, as well as to use the virtual document model to control the
methods and modes of access to the cloud data storage. Also, the model with the introduction
of new elements allows making minimal changes in the model to solve the problem of backup
due to the observance of the principle of invariance.
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