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Annomauyusa: B Hacrosimiee Bpemsl HaOJIIOJAeTCsl Pa3BUTHE Pa3IMYHBIX METOAOB M IOAXOIOB,
CBSI3aHHBIX C YIIPABICHUEM PACIPEACICHHBIMU SHEPreTHUeCKUMHU cucTeMamu. [lpu nx ucnons3oBanun
TpedyeTcst cOop Oousbloro xoiauuecTBa nHpopmanuu. [Ipu MCMOIB30BaHUM PEHTHHTOBBIX OLECHOK
(YHKIIMOHUPOBAHUSI DHEPreTHUYECKUX CHCTEM BO3HMKAeT psii mpobineM. B xoxe ympaBneHus
pecypco3dHEeKTUBHOCTBIO PACHPENEICHHON 3HEPreTUYECKOM CHCTEMBl CYILECTBEHHBIM SIBIISICTCS
BOIPOC O MPHHATHH PAlMOHAIBLHOTO pemieHus. [Ipu 3Tom Baxkaa uH(OpManys AByX BHIOB. [lepBbit
CBsi3aH ¢ (OpPMAJHM30BAaHHBIM pPEHICHHEM 3aJadd C HCIOJIb30BAHUEM ONTUMH3ALMOHHOTO
MOJENupoBaHusl. BTOpoil OoCHOBaH Ha HSKCHEPTHOM OLICHMBAHMU COOTBETCTBYIOIIMX PE3YyJIbTATOB.
Takyro wmHpOpManuu crexyeT OOBEOUHSTH, MOCKONBKY BHIOOp OyAeT MHOTOKPUTEPUATBHBIM II0
pecypcHOMY obecrnieueHnto. B Takoil 3agadye cymecTByeT MHOKECTBO MOHUTOPHPYEMBIX MOKa3aTelen
3¢ ¢eKTUBHOCTH PabOTHl paclpelesieHHON 3>HepreTndyeckoil cucrembl. PemieHue 3amaud, KOTOpas
CBSI3aHA OIHUM KpHUTepueM, OoJiblIeld YacTblo, paccMaTpUBaeTCs KakK 3ajada JIMHEHHOIo
nporpaMMupoBanusi. [Ipr 3ToOM TPUMEHSIOTCSI HEPEpPBIBHBIC WU LIEIIOYUCIICHHBIE TIepeMeHHble. B
JaHHOW paboTe TOKazaHO, Kak (OpMHpYeTcsl OIeHKa J(PQPEKTUBHOCTH PpaclpeleNeHHbIX
JHEpPreTHYecKux cucteM. Pa3zpaboTaHa ONTHMHU3ALMOHHAS MOJENb 33Ja4d W CHOPMHUPOBAHBI
MPOLIEAYPHI IKCIIEPTHON OIEHKU YNPABICHYSCKUX pPelICHHUA. Pe3yibTaThl MpeacTaBIeHHON padOThI
TIOJIC3HBI JUTS YIIPABIICHHS CIIOKHBIMH PAaCpe/IeTICHHBIMU SHEPTeTUIECKUME CUCTEMaMH.
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Abstract: Currently, there is a development of various methods and approaches related to the
management of distributed energy systems. Using them requires the collection of a large amount of
information. When using rating assessments of the functioning of energy systems, a number of problems
arise. In managing the resource efficiency of a distributed energy system, the issue of making a rational
decision based on the use of information from two sources is essential: a formalized solution to the
problem using optimization modeling and expert evaluation of its results. The need to combine such
information is determined by the nature of the multi-criteria choice of resource support in the case of
taking into account the set of monitored performance indicators of the distributed energy system in this
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task. Moreover, in most cases, solving the resource efficiency problem by one criterion reduces to a
linear programming problem with continuous or integer variables. This paper shows how the assessment
of the effectiveness of distributed energy systems is formed. An optimization model of the problem is
developed and procedures for the expert evaluation of managerial decisions are formed. The results of
the presented work are useful for managing complex distributed energy systems.

Keywords: distributed energy system, optimization, expert assessment, decision making, system
analysis.
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Introduction

Currently, one can observe the development of distributed energy systems. The rating
is considered as an assessment of the analyzed energy systems within the framework of
indicators. The rating is the opinion of experts, the assessment of the energy systems on base
of quantitative and qualitative analyzes.

There are several approaches that provide opportunities for rating energy systems.
Among them are the following: a method for creating a rating using a number of indicators, a
cluster analysis method, a matrix analysis method, a score method, a comparative rating method
[1, 2]. These methods are not universal. This necessitates an additional search for other
approaches.

The paper proposes the development of an algorithm based on optimization and expert
modeling, with the involvement of monitoring information.

Optimization-expert modeling in the problem manage resource efficiency on the basis of
the monitoring information

When managing the resource efficiency of a distributed electrical system, the problem
of making a rational decision is essential. In this case, information from two sources is used: a
formalized solution of the problem using optimization modeling and expert evaluation of its
results [3, 4].

The need for combining it is determined by the nature of the multicriteriality of the
choice of resource support in the case of taking into account in this problem the set of monitored
performance indicators of the distributed energy system [5, 6]. Moreover, in most cases, the
solution of the problem of resource efficiency by one criterion is reduced to a linear
programming problem. It will have continuous or integer variables. If researches will have
monitoring information that will lead many indicators [7, 8], it is required to organize the search
for the optimally compromise solution of the multicriteria optimization problem. The
considered situation will lead to vector criterion.

F=(F,...F,....F,)>max, s=18 )

The solution of (1) will have the effectiveness. The value of it will lead to the
transformation. The operator will used W¥=(¥,,...¥....¥s) on the base of criteria
F :(Fl,...,FS). Then we have equivalent vector criterion W(F)=(¥,(R)....,¥s(R)). That is

characterizes the same properties of the control object as F, and defines in the area of
acceptable solutions x=(x,...,x;,...,x;)€Q the same ratio of non-strict preference O as and
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vector criterion F :
forany x',x" eQ takes place F(x') OF(x") if and only if

¥(F(x)) 0¥ (F(x")). )

The case when the mathematical model of effective decision-making is given by the
multi-criteria optimization problem (1). The researches have the particular optimality criteria

s=1S 1t will work for different used criteria, for many problems [9, 10]. The methodical
approach for selecting the optimal compromise solution can be reduced to a sequence of the
following two procedures:

- selection of the domain of Pareto Q optimal solutions( not necessarily explicitly),
which also includes optimal solutions Xi1=L1" optained from the solution of parametric

optimization problems for each of the particular optimality criteria R.s=1S.
- the introduction of a compromise agreement between the partial optimality criteria

R:$=1S \vhich allows the search for an optimal compromise solution X € € using a specially
constructed scalar generalized optimality criterion @ as a function of the partial optimality

criteria d)(F)=q>(F1’“" Fs) , satisfying the condition [11]:
for any F(x'),F(x") we can see: ®(F(x'))<®(F(x")) if and only if
F(x') OF(x")

Thus, introducing the generalized optimality criterion ®(F(x)) on the basis of the
compromise agreement, according to the condition (2), the search for the optimal compromise

solution x° € D in the original multi-criteria optimization problem is reduced to the problem
of parametric optimization of the following form

min, . ®(F(x)).

In the case where the set Q consists of a single vector of weight coefficients, the
convolution of the vector optimality criterion F =(F,,...,F,) is reduced to a summation

operation with known weight coefficients that implements the additive generalized optimality
criterion:

D (x)=D(F(x)). 3)

The generalized optimality criterion (4) can be used to collapse the vector optimality
criterion F only if the partial optimality criteria F,s=1,S satisfy the following requirements
[12]:

- particular optimality criteria F,s=1S are commensurate in importance. The researches
can assign positive number. The index will show the relative importance of the position in
relation to other necessary criteria,;

- criteria, that will demonstrate relative optimality F,s=1S. For them we have the
characteristic of homogeneity.

For the generalized optimality criterion (3) is true. It will work for nonconvex domain
of feasible solutions Q. Moreover if we consider functions F,s=1S, for them we must to
check:

- if necessary approach x° e Q we consider as effective, and for any Fs(x°)>0,s=1,_s,
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What needs to be done next? We will use vector of weight coefficients. It characterized by the
optimal solution. Optimization problem is achieved for the approach that will be effective
x e D. But we must take into consideration that fixed values in vector with non-zero
components p, will lead to the optimal result x° eD.

Another form of generalized criterion can be represented. It based on optimality for
homogeneous partial criteria using the average of the exponential function:

@y (X) = @, (F(X)) (4)

For any modification of the average power generalized optimality criterion, i.e. for any
—o0 < p <o optimal solution of the parametric optimization problem

1/p
D, (X°) = mineq @, () = min {@Zf_lﬁs(x)j } ©)

it an optimal compromise solution x° € Q.

Having accepted the agreement that particular optimality criteria are equivalent criteria,
i.e. criteria between which it is impossible to establish priority by importance, thereby we set
the same values of weight coefficients:

A =1/, forall s=15S. (6)

For unequal criteria, i. e. criteria for which priority can be established by importance,
the values of the weight coefficients are chosen in accordance with their priority (a more
"important"” criterion should correspond to a greater value of the weight coefficient) so that the
search for optimal compromise solutions with the help of parametric optimization is carried out
(3). Let us consider a number of compromise agreements based on the information about the

minimum ®™ and maximum ®™ values of particular optimality criteria in the field of
acceptable solutions Q, the values of partial criteria of optimality F (x),s=S which are
obtained by solving parametric optimization problems [13]. If we accept the agreement that the
particular optimality criteria. Researchers say that the minimum and maximum E™, F™ will
be located in different parts of the rating scale. For calculating the weights, we can use
according procedure. For every private criterion of optimality F(x)>0 of the calculated
coefficient of relative variation
max max
(K Fma>|<:s ) @)

S

o =

which determines the maximum possible relative deviation according to the s-th partial criterion
of optimality in the sphere of admissible solutions. Then we have additional problems. We have
to calculate weight coefficients A . It is necessary to consider the according criteria. They are

connected with solutions D for the problem? that are most significant:
A =68,13, 8.s=15S. (8)

Then we combine two expressions (7) - (8). After the considering the problem we can
demonstrate that more advisable the minimum value E™ than F™* . For the calculation we
must use weight coefficient A, that is quite few. In F,(x) =const i.e., F™ =F"™ we get that
Ls =0. With a strong difference in the limit values of S-th partial criterion (Fs”“X >> F™ ) the
value of the weight coefficient is chosen to be large, since in this case the relative spread
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coefficient &, is close to one. Letall F™ #0,s =1,S . Then, instead of the coefficients of the
relative spread &, it is possible to introduce the coefficients of stability of the minimum value
in the consideration [14]:

B(X) =(F.(x)-F™)/F™ s =15,

which give information about the deviation of the value of S-th particular optimality criterion
calculated in an admissible solution xeQ from its minimum possible value F™ . For
considering the problem the priority of S-th accordingly criterion is in the equation

B(X)<e. (9)

In this equation we choose ¢, is selected in some assumption. It is "better" S-th

particular criterion. We consider the less select of its value. For the solution of the problem we
will consider the compromise. It leads to the criteria of optimization, that we see in loss matrix
C. The structure of it show several lines. In them we have optimal solutions. This solutions are
bounded by some optimality criterion. And the considered problem is parametric. For columns
in considered matrix we have ne necessary criteria for optimization task:

F F, F,
X; 0 (;12 ............... C1S
X, Cy 0 Cye
: . : (10)
X, C, e 0

When we calculate the optimal solution x; we must have necessary criterion. It can be
obtained as coefficient c,, . And the index leads to the k —th accordingly criterion.

When we consider the criterion, we take into consideration that for diagonal c,, =0,
and t ¢y, >0. For solution of the considered task the matrix (10) was considered. We think

about it as matrix of payments. For different games we can see it. Two men have the situation
with a zero sum. Then each party is reduced. During the consideration we can see that first man

will lead to result x; that is optimal. That is the first man have its own net strategy. But we can

consider the situation from the point of view the second man. For it the solution of the problem
show that we use k —th particular criterion of optimality F,. So the second man have its own

net strategy. And when we calculate the elements c,, >0, then the man that we consider as first
player must transfer fin c,, to the second man. What demotstrates this situation? First man have
the better position. The losses are minimized when we use the optimal solution. It can be
obtained for the according criteria QF,, k =1S.

Fk—Fk(xl*).

*

minmaxc, = min max

I<I<s  1<k<s Ik 1<I<s  1<k<s

S

When we consider this problem, the men show the agreement. It is based on according

513



MopneaupoBaHue, ONTHMH3ANMS HHPOPMAIIMOHHBIE TEXHOJIOTHH / 2020;8(1)
Modeling, optimization and information technology http://moit.vivt.ru

criteria for optimization. The illustration of the loss matrix (10) has features. We can not see
saddle point in it structure. But we must solve the problem. Optimization for solution can be
reached on the base of combination This combination have in strategy the first man:

#,201=18,>" 1 =1 and the second man: A4 >0,k=1S,>"" A =1. So we must to

calculate probabilities 1, . Then they are will bigger for x, . But this solution is correlates with
small values in coefficientsc, . During the solution of the problem we see for probabilities A,
and the considered criteria F,, another situation for c, . They will grow. For the optimization

task in this paper we base o Churchman-Akof method. The main characteristic of it is that we
have logical ordering. In the steps of the algorithm we must consider systematic check of the
expert's judgments. For the correct solution of optimization problem they analyze relationship
of preference k — private criterion. It is calculated between another criteria (F,,F,....,F.).

1. Linear ordering of partial optimality criteria is carried out F,,k =1,Sin order of
decreasing their importance by using the ordinal scale of natural numbers (index 1 is assigned
to the particular criterion with the greatest importance, and index S - to a particular criterion
with the least importance): F, F,...., F..

2. Partial criterion of optimality F, score matching g =1. Then, using a nonlinear
scale of orders, assign different numbers to the estimates y; reflecting the expert's judgments

about the relative importance 11— private criterion, observing the condition:
Mo >pu i=5,5-1..2.

3. Considering columns one through (S —2) From top to bottom of Table 1, called
the table of options for a logical choice, the expert fixes his judgments. The relationship is
considered. It corerelates with the left (x) and right part of it. Then in this step of solution we
make a replacement from sign V, to >. Then we come to the expression of inequality, that is x
is strictly more respectable than y. In another situation we have sign <. Then the opposite
happens, 0 more will be preferable. We can see the situation for sign ~ . We use such approach
when x is equivalent to y. For considered variants, all of them we can see in the table of options.
For example: x>y or x ~y, can be shown in according column.

Table 1 — Table of options for logical choice
Tabnuna 1 — Tabnuiia BapuaHTOB JIOTHYECKOTO BBIOOpa

1 2 . (§-2)

X y X y . X Y

Fv Fv F+F++F N Y Fs +F
Fv F+FK+-+F Fv F+F++F

Fv F,+F, Fv F,+F, . View finished

Move to the second column Move to the third column

We canseeratio F, v F _, +F _,+---F; . What does it mean? Expert prefer criterion F,

. The choose of it is strictly. It is This is true if we compare with other different options
(F R, F).

4. Then we use grades z;,i=1S that obtained in the second step. This values will used
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in the consideration of logical choice. Further , we go to step 3. But the initial value will be
(S—-2). So we have the cycle. The column in the corresponding matrix will be viewed from

bottom to top. Finally, let us move from left to right and go to the right side. In this case, we
must focus on the fulfillment of the conditions described below:

p() >t (V)0 x>y u(x) > D" (y), if x<y;
u() > (y), if x~y,

that the expert makes an inadequate decision in the course of his reasoning. Moreover, he
focuses on the selection matrix associated with logical reasoning. During consideringt each

subsequent relationship, we will go to the necessary z. .
5. For refined values u;,s=l,_S we have the following situation. They are not
connected to y, obtained in the second step, calculate the weighting coefficients of the relative

importance of the partial optimality criteria F,,i =1s:

’ S ' 1 o
A =uilzk=l,uk,s=1,s.

Evaluation of expert procedure

The work of expert have the first step. It will form of the group. In this group we can
see different people. For solving such task some researches show the snowball method. The
procedure of the method assumes the known number of initial participants of the expert group.
P, — "Core expert group." Among them, a survey is conducted to identify their views on

possible candidates for the expert group, then let each d — the respondent calls m,(d) persons,
among which p,(d)ePR,. As a result of the first round of such a survey, we get:

P°=P, +221 p,(d)=PR, + P, where B, — the number of new individuals named in the first

round. Then the process continues, revealing on each k — step set: B’ = ZE:OZZ p;(d).

If taken as unknown (D +1)— the number of all participants in the expert group, the

number of persons called by each interviewed candidate, then for the case of complete
uncertainty, when any m persons from D may be called a candidate (excluding himself), we
are likely to be named L new faces based on combinatorial considerations:

P(L) = —Cé”gfpr:_i ,
D

where L varies from 0 before m. The resulting distribution is a hypergeometric, expectation
of a random variable p’— numbers of new faces:

M(P)=m(N+1-P,)/D.

We equate the expectation of the sample mean: M (P’) = %,ZH’ u(d),

d=1
0

where u(d) =1— if d— candidate from P, calls the person not entering P, and 0- otherwise.
Hence, an approximate estimate of the possible number of candidates:
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o - MPy(R,-1)

= >
mP, — > u(d)
snowball method, we can distinguish groups of non-conflicting experts, "clans” of experts. To

determine the competence of experts, a “test” method can be applied or peer evaluations of
experts can be used. The essence of the latter method is as follows: each expert fills in a matrix

A:Ha”H, each element of which is an integral assessment of competence j— an expert with

+1. Based on the primary set of experts obtained, for example, using the

the help of j— an expert. If the division of experts into groups (“clusters”) is set G,,...,G,,

then, using the average value of competence assessments by groups as measures of the
“conditional” competence of an expert, we have:

1
U = n_z icc, &ij

S

where n, — number of experts in the group G,. Denote A‘}“ — lower bound. It will be in the
confidence interval for the mean u; . If for given thresholds a and b it turns out u; < a,A(jH) <b
then j— the expert is considered incompetent in the group G, With u; >a u A(J“) >Db, the

expert is considered competent in the group G, This method allows you to leave in each "clan"

sufficiently competent experts in the relevant field. Expert assessments are also applied, the use
of which should take into account the fact that "if it is human nature to make mistakes, then
first of all when trying to evaluate oneself." A measure of the consistency of expert assessments
may be the coefficient of concordance:

introduced by M. Kendall. As a quantity A’ consider the difference of the sum of ranks o,

attributed by experts i — object, and the average value of suchasum o., Number n determines

the number of objects of expert ranking. Magnitude varies from 0 to 1. With W =0 There is no
consistency between the assessments of various experts, and with W =1 the consistency of
expert opinions is complete. There are other estimates of the consistency of expert estimates.
So we have the group of experts. Then we go to the next step. We choose approach for group
expert assessment. There some parts in it: organization of procedure for group expertise,
processing the results of examinations, management decision making.

Formation of models of an integrated assessment of the performance of objects of
distributed electrical systems in which we can see the monitoring information. We must have
approach for integral assessment Y . How does it work? The researches use transformation of
monitoring data. Then it is necessary to consider specific management objectives. At the end
step the integral assessment model must be developed. The researches use structural
identification method. The rationing indicators Y, is considered.

To solve the first problem of the structural identification goal of management, it is
advisable to assess the possibility of using variants of the model structure of the global target
multicriteria optimization function, allowing to determine the optimal-compromise
management solution (Table 2). Let us analyze the conformity of the models.
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Table 2 — Illustration of structures for models of integral estimation
Tabmuna 2 — Mutroctparus CTpyKTYp I MOJIe HHTErPATbHON OLICHKH

Option designation Identification of model Types of models in mathematic
1 2 3
Struct. 1 Adc_jigl\/e c_onr:/olution with | vy =Z§=1f7~s§/s, where -
variable weights normalized values of monitoring
indicators, A —  weighting
factors that meet the conditions
S
0<A, <L) 2 =1
Struct. 2 Additive convolution with v 1_.
constant weights - EZ Ys
Struct. 3 Average power convolution 1/u
ESIRX
- ngzl S '
where —oo<u <o
Struct. 4 Geometric mean 1(S .
convolution Y= S| Vs
s=1
Struct. 5 Multiplicative convolution S
Y =T11Ys
s=1
Struct. 6 Logical convolution on the | Y = max Y
principle of "maximum risk" 1<s<3
Struct. 7 Logical convolution | Y = min y,
according to the principle of 1<s<S
"maximum caution”

In Table 3 we can see the key objectives. They based of different management tasks.
We can chose rationale way for the adequacy of options for the structures of the integral
assessment model.

All considered models operate with normalized values of monitored indicators Y. The

choice of the according method we use for structural identification. It will be for second step.
Then we solve another problem. We study the effect of individual approaches. We must apply
them correctly, depending on the observed situation and managing resource supply. The next
step is related to the fact that an approach based on parametric optimization will be used. The
weighting coefficients can be determined. For example, we have the situation of using the
structure 1. It is according to the model. In the course of solving the next step of the analyzed
problem, we need to select the appropriate characteristics in the model. Finally, we carry out
the construction of models of interest: formed by ranking sequences; formed on principle of
extreme values of the indicators during the consideration of statistical samples.
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Table 3 — Illustration of adequacy for considered integral assessment structures
Tabmuua 3 — WMmocTpanust afeKBaTHOCTH JUIsl pAaCCMaTPUBAEMBIX MHTEIPAIBHBIX CTPYKTYD

OLICHKHU
Problem of | Main used | Option structures | The adequacy of the
management, and we | management objective | models task and objectives of
use monitoring data management
Information that we use | Increasing the Struct. 4 Reflects the according
importance of effect of the impact of
components of a Struct. 5 achievements in one
distributed hydro direction on other
system
Struct. 1
Significance Improving the Struct. 3 Reflects the varying
Management efficiency of degrees of priority of
calculations in achievements in
promising areas individual areas.
through rational Struct. 6
optimisation
Struct. 7
Development Achieving the Struct. 1 Strengthens the
Management necessary resource importance of
efficiency Struct. 2 promising areas

Calculation of the potential of components in a distributed electrical system with using
an integrated assessment

By using the shown above approach we can select basic models of integrated
assessment. Then we consider the characteristics of integrated assessment of components of
distributed electrical system. The work of it is analyzed from the point of view the effectiveness
development during resource support. We based on combined technique. It includes monitoring
information that treats in obtaining the necessary mode of distributed electrical system:
excluding after-effects; with limited aftereffect; with prediction. In case of determining the
potential of a distributed electrical system 7, statistical samples are used in the form without
consequence Y, current time period z*. Magnitude 7, calculated on a given interval (O, P)
using the integral estimation model. Along with models of rank sequences and additive

convolution of indicators vy, i =11,s :L_S,ts =1,TS considered the combined option. In this

case, the most significant indicator is selected for each direction. y.,s =1,S and calculated by
approximating the rank sequences y, continuous scale o with values on the interval [A, O].
We based on its normalizing with use of indicators #,; = a(ls) The next step is connected with

. . .- . S N . .
calculation =,. For it we use additive convolution r; :Zszl/lsysi, here we use designation
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A, — weights. Then we consider the option of limited aftereffect. For it we take into the

consideration that monitoring information related to different periods. We consider time
interval 7,, and current time z,. Morover, it is necessary to calculate some indicators that we

see from s=1,S directions

7,—-s"=1S8"7,-s%=15"%,
During the consideration of sets we can calculate z;*, or
=1+ A (11)

here we have some designations for weights A", 2. By these values we can determine the

priorities of time intervals. It will demonstrate in assessing the positive move of the considered
organization. The technique of calculating positive move of a distributed energy system for

according characteristics is use the set of statistical values y, [15]. We have the variant when
the prediction is carried out. In this step we must have numerical characteristics. In them i —
demonstrates sampling (for the value m(ysi), that we expect. Also, if we use the statistical

approach we need standard deviation a(ysi). By calculation of it the indicator y, can be

calculated i =1,1 o(y,):

= Zs a7 ySI ysu))z((il;i))- (12)

For the step where we use monitoring information it is necessary to consider several
time periods k =1,K . So it leads to the combination of the values Yo (7). S =1S .In practice
we have the situation when it is possible to calculate prognostic value of positive move. This is
characterized by the half years before the consideration of the analyzed time is begun.

For the solving of the problem it is necessary to use the integral estimation model (11).
In such variant we must normalize the values of the considered indicators:

Ysi(ri) -y
Ysi(7k )= max( k)_ygr
0, otherwise.

if ys(fk)> 3’59r

here yJ" — is considered the designation as prediction for indicator y;

oo (rk)— show the extreme indicator for the case when we choose y,,i=11 ink

period of the time
For calculation of prognostic values we must use the base definition (11). It depend on

the differentiation of each indicator y: 7 ZS . A.9.,(z, ). For this class of social systems

— time series of individual indicators ysi(rk) possess certain properties: monotony and gradual

change over time. These properties are determined by the inertia of educational systems. During
the consideration, these time series are heterogeneous. How does it work? We can see it from
the differ in the rate of change of indicators y;(r, ). We consider the characteristics for

functions and the need for their changes. During such analysis we proposed to build a prognostic
estimate. We construct it in the form of a sum of polynomials of various degrees v=0,V , where

the value of the degree of a polynomial: 7 ZS . szv 7.0, Y, (z). where Y, (z,)—time

11113



MopneaupoBaHue, ONTHMH3ANMS HHPOPMAIIMOHHBIE TEXHOJIOTHH / 2020;8(1)
Modeling, optimization and information technology http://moit.vivt.ru

functions (Y,(r)=1Y,(r)=7.Y,(r)=7...Y,(r)=7"); 7, — participation factors Y,(z) in a
mathematical time series model y; (7, ) and determined by expert,

Y, =

S

1, if function Y, includes a time series model Y, (z, ),
0, otherwise ;

o,, — are designated as coefficients, that constructed by the exponential smoothing technique.
During calculation we use the values of the time series y;(z, ) for time periods from 1 to k.
On the next step the forecast value for the time period k+k, is defined as follows

3 (rk%): >° A ZZ:O A (Tk+k1) The combination technique to assessing the potential

s=1""S
allows determining the criterion for the distribution of resources. It have some differences from
the previously proposed in [11, 12]. We have to two components: the potential of the distributed
energy system based on the monitoring results and the corresponding GHS using expressions
(11) and (12).
Results

To select the structure of the criteria for making management decisions on the
establishment of parameter values, a comparative analysis of the capabilities of several models
of integrated assessment of the efficiency of distributed energy systems is carried out. As
alternative structures of the model (Table 1) consider the additive convolution variable
(structure 1) and permanent (structure 2) weighting factors, and alternative ways of rationing is

based on rating order in the ranking order of the translated discrete scale i/ =1,1/, where s=1,S
— the performance of system components ys, y!- the rating of i-th component of the s-th
indicator and by conversion in a dimensionless form a single continuous scale [A,QO].
Comparative analysis is carried out by means of a computational experiment. The following
key indicators s=(1,3) were considered (1): yi-energy characteristics (average power); y»-
research activities (income from research and development activities per employee); ys-

infrastructure (total area of premises per employee). Comparison of rating i’ and expert rating
K by value (determined that its highest value corresponds to the model 2, so in the future it is

advisable to use such a model mainly to assess the potential of distributed energy systems.

Conclusion

The paper presents optimization and expert modeling for the problem related to the
management of resource efficiency of distributed energy systems based on monitoring
information. The results of the calculation based on the developed algorithm are presented.
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